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possibility rests in the basic math of the 

league’s intergroup contact: Christian lead-

ers allowed a maximum of three Muslim 

players on treatment teams. This limita-

tion represents a hard-won insight about 

the difficulty of implementing intergroup 

contact interventions in post-conflict set-

tings but may have limited the generaliz-

ability of behavioral effects.

Psychological theory predicts that indi-

viduals can make positive generalizations 

from one prototypical group member to 

the rest of the group (10). The handful of 

Muslim players may have been seen as ex-

ceptional, not prototypical, in the eyes of 

the Christian players, similar to other con-

texts with a token number of outgroup indi-

viduals. If the Muslim players were consid-

ered an exception to the rule, psychological 

theory would not predict that positive im-

pressions of Muslim players would general-

ize to their group. 

Another consequence of the small number 

of Muslim players is that it inhibits the re-

search from exploring effects on both sides of 

the intergroup contact. Mousa’s data suggest 

that Muslim players’ prejudice did not change 

over time, but there are too few Muslims and 

no Muslim control group to rigorously test 

this claim. Leaving out the perspectives of 

minority group members, who are often in-

strumentalized for the purpose of attitude 

change among the majority, is a pattern in 

intergroup contact research. There is much 

to learn by studying reactions to intergroup 

contact among minority group participants. 

This landmark study cuts a clear path for 

future scholarship.  Generalized answers 

will only emerge after more experimental 

work that may seem like policy applica-

tion but is actually basic science, working 

systematically toward robust conclusions. 

Mousa is one of a cohort (2) of young scien-

tists who are leading the way.        j
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Marine food webs destabilized 
A combination of warming and acidification threaten 
marine biomass and productivity 

By Steven L. Chown 

F
orecasting the ecological consequences 

of climate change requires both ob-

servations and experiments. Among 

the most informative experiments are 

manipulations of ecosystems, either 

through large outdoor interventions 

or through the construction of mesocosms 

(1)—replicas of the natural world that en-

able conditions to be carefully controlled. 

Mesocosms typically mimic the complexity 

of natural ecosystems, enabling researchers 

to disentangle how these systems work now 

and what path they might follow as future 

conditions change. They can also be repli-

cated, enabling signal to be distinguished 

from the variability that is an inherent fea-

ture of natural systems. On page 829 of this 

issue, Nagelkerken et al. (2) report on their 

use of mesocosms to better understand the 

future of marine systems and the ecological 

services they deliver. They find that marine 

benthic ecosystems have limited capacity to 

respond to a future combination of warming 

and acidification, with considerable degra-

dation a potential outcome.

Nagelkerken et al. address several key 

questions. Their experiments explore  the 

way that ecological interactions will play 

out under end-of-century temperature and 

ocean acidification conditions compared 

with those now. They assess how species with 

similar functions, but different responses to 

changing physical conditions, replace each 

other, thus preserving the form of ecologi-

cal interactions (especially feeding) among 

community members. They also aim to de-

termine whether the trophic structure of 

present-day marine systems (see the figure, 

left)—with a high biomass of primary pro-

ducers and lower biomasses of primary and 

secondary consumers—will be maintained as 

physical conditions change.

Nagelkerken et al. constructed replicas 

of Australian marine benthic systems, in-

cluding all of the major groups of organ-

isms that might be expected: cyanobacteria, 

algae, copepods, shrimps, crabs, molluscs, 

polychaetes, brittle stars, sponges, and fish. 

Primary producers (such as algae) and 

both primary (molluscs) and secondary 

(fish, crabs) consumers were represented 

by the species included in the mesocosms, 

as were typical feeding interactions among 

species and trophic levels. The 1800-liter 

mesocosms were then either exposed to 

conditions typical of those along the South 

Australian coast (a control setting) or ex-

posed to increased temperature, simulated 

acidification, or a combination of the two, 

as  expected at the end of this century un-

der the Intergovernmental Panel on Climate 

Change’s Representative Concentration 

Pathway 8.5 (RCP8.5) scenario. RCP8.5 is 

based on an extreme anthropogenic green-

house gas emissions scenario, but one that 

continues to be plausible (3). Nagelkerken et 

al. then investigated food web structure in 

the form of feeding interactions and the way 

in which biomass and productivity change 

among trophic groups. 

Simulated ocean acidification had little 

effect, except for a benefit from bottom-up 

resource enrichment. By contrast, although 

food web structure was relatively insensi-

tive to temperature and to the combination 

of temperature and acidification, both bio-

mass and productivity were greatly reorga-

nized among trophic groups (see the figure, 

center). In effect, and especially under com-

bined warming and acidification, primary 

producer and secondary consumer biomass 

and productivity increased, whereas sub-

stantial declines occurred among primary 

consumers. As Nagelkerken et al. point out, 

such trophic imbalance is unlikely to be sta-

ble in the long term. Rather, it represents 

a transitory state, with one likely outcome 

the collapse of the system such that primary 

producers dominate and secondary con-

sumers, such as fish, are largely lost (see the 

figure, right). Less extreme outcomes might 

result if species are capable of adapting to 

the combination of warmer temperatures 

and higher acidity.

The outcomes from these mesocosm ex-

periments are worrying. Secondary marine 

consumers, such as fish and larger inverte-

brates, are an important nutritional source 

for people (4). Indeed, demersal and small 

pelagic fish now dominate global fisheries 

catch (5). Yet these important marine re-

sources are under pressure because of fishing 

for human consumption (6) or the produc-

tion of fish meal for aquaculture (7). These 

mesocosm trials suggest that this direct 
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pressure, which includes increased benthic 

trawling (5), will further be compounded by 

the combination of warming and acidifica-

tion. These local-scale conclusions are well 

aligned with global models forecasting con-

tinual declines in global ocean animal bio-

mass, especially at higher trophic levels, as 

climates change (8). Beyond the end of this 

century, these impacts are expected to be es-

pecially severe in some regions (9).

Human futures are not the only ones that 

are at stake. Other species, and ecosystems, 

also depend on what’s happening in the sea. 

Marine secondary consumers, such as fish, 

are not the end of the trophic line. Rather, 

they are also food for seabird and marine 

mammal species, which are themselves now 

under pressure from changing climates and 

human activity (10). Moreover, these verte-

brates play a role in the transfer of marine 

nutrients to terrestrial areas, thus contribut-

ing to the functioning of coastal margin and 

island ecosystems (11). 

One finding from Nagelkerken et al.’s 

experiments that might seem unusual is 

the limited impact of acidification alone. 

Acidification’s effects on animals—such as 

influences on embryonic development, adult 

reproduction, and energetics—are now prov-

ing in many cases to be less severe than 

feared (12). But the effects of interactions 

between stressors are not yet well character-

ized. Rich opportunity exists to determine 

just how general Nagelkerken et al.’s find-

ings are, by exploring the outcomes of in-

teractions among multiple stressors such as 

increased temperature, increased carbon di-

oxide, and changing salinity. Whether their 

results, which show an absence under future 

conditions of important stabilizing processes 

that include species substitution, functional 

redundancy, and trophic compensation, ap-

ply as much to other settings as they do to 

the system they investigated is far from clear. 

Indeed, replication in other ways and other 

settings of this work is critical because me-

socosm outcomes can be quite variable (1). 

If the trajectory documented by 

Nagelkerken et al. is found elsewhere, ad-

ditional early warning indicators, such as 

initial declines in primary consumer bio-

mass and productivity, will have been made 

available. These are indicators that could 

help detect and perhaps prevent the tran-

sition of marine systems to states that are 

much less rich and productive than they are 

now. Overall, the message from these marine 

mesocosm trials is clear: Destabilization of 

marine food webs can only be mitigated if 

further concerted action is taken to reduce 

greenhouse gas emissions. j
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An early start 
to Huntington’s 
disease
The huntingtin gene 
mutation interferes with 
neurogenesis in 
human fetal cortex 

By Marian DiFiglia 

H
untington’s disease (HD) is a rare, 

inherited brain disorder that causes 

progressive degeneration of neurons, 

impaired movement and cognition, 

and death ~15 years after onset. 

Most carriers of the pathogenic mu-

tation in the huntingtin (HTT) gene develop 

symptoms in midlife, but abnormalities in 

the brain can occur a decade earlier. On 

page 787 of this issue, Barnat et al. (1) de-

scribe anomalies in neuronal precursors 

destined for the cortex of human fetal brain 

and embryonic mouse brain harboring 

HD-associated mutations in the HTT gene. 

These findings prompt questions about the 

impact of these events on early develop-

ment, the emergence of disease, and the 

timing of therapeutic interventions. 

The genetic mutation in HTT causes 

an increase in the number of consecutive 

DNA triplets of CAG, which encodes gluta-

mine. This results in 39 or more glutamine 

residues in the mutant huntingtin protein 

(mHTT) (2). Most of the affected individu-

als are heterozygous for the mutation, have 

an average of 42 CAG repeats in the mutant 

HTT allele, and experience onset of the dis-

ease in midlife. Human embryos studied by 

Barnat et al. had CAG repeat numbers in 

this range. Ten percent of HTT carriers have 

55 or more CAG repeats and suffer juvenile 

onset with progressive cognitive decline 

but more rigid postures instead of the cho-

reiform (rapid, jerky) movements that are 

typical of adult onset HD. Thus, CAG repeat 

length inversely correlates with the age of 

disease onset. The CAG repeat is also unsta-

ble and continues to expand in postmitotic 

neurons, likely instigating greater harm. 

In the postmortem brain of HTT gene 
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Expected changes to future marine trophic structure
Currently, marine nearshore systems have high primary producer biomass and productivity, which declines 
moderately with increasing trophic level. Mesocosm experiments reveal a sharp decline in primary—but not 
secondary—consumer biomass and productivity in response to expected end-of-century temperature and 
acidification conditions. Such trophic structure is unstable. In the absence of adaptation, systems are expected 
to collapse to those with few secondary consumers and a dominance of primary producers.
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species we examined, roughly 3,600 populations of the 48
mammal species and 2,930 populations of the 29 bird species
have disappeared. Those mammal and bird species have lost an
average 95% and 94% of their geographic range since 1900. If
we assume a similar reduction of the historic range of all of the

515 vertebrate species on the brink, then a staggering 237,000
populations of their populations have disappeared since 1900.

Mass Extinction of Species: Accelerated Human-Induced Rates. The
species on the brink could soon be joining the ∼543 species of

Fig. 3. Geographic distribution terrestrial vertebrate species on the brink (i.e., with under 1,000 individuals). The colors in the left bar indicate the number of
species in a 100 square km global cell grid.
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Vertebrates on the brink as indicators of biological
annihilation and the sixth mass extinction
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The ongoing sixth mass species extinction is the result of the
destruction of component populations leading to eventual extirpa-
tion of entire species. Populations and species extinctions have
severe implications for society through the degradation of ecosys-
tem services. Here we assess the extinction crisis from a different
perspective. We examine 29,400 species of terrestrial vertebrates,
and determine which are on the brink of extinction because they
have fewer than 1,000 individuals. There are 515 species on the brink
(1.7% of the evaluated vertebrates). Around 94% of the populations
of 77 mammal and bird species on the brink have been lost in the last
century. Assuming all species on the brink have similar trends, more
than 237,000 populations of those species have vanished since 1900.
We conclude the human-caused sixth mass extinction is likely accel-
erating for several reasons. First, many of the species that have been
driven to the brink will likely become extinct soon. Second, the dis-
tribution of those species highly coincides with hundreds of other
endangered species, surviving in regions with high human impacts,
suggesting ongoing regional biodiversity collapses. Third, close eco-
logical interactions of species on the brink tend to move other spe-
cies toward annihilation when they disappear—extinction breeds
extinctions. Finally, human pressures on the biosphere are growing
rapidly, and a recent example is the current coronavirus disease 2019
(Covid-19) pandemic, linked to wildlife trade. Our results reempha-
size the extreme urgency of taking much-expanded worldwide ac-
tions to save wild species and humanity’s crucial life-support systems
from this existential threat.

endangered species | sixth mass extinction | population extinctions |
conservation | ecosystem services

During the more than 4.5 billion years of Earth’s history, there
has never been a richness of life comparable to that which

exists today (1). Although there have been five mass extinction
episodes during the last 450 million years, each destroying 70 to
95% of the species of plants, animals, and microorganisms that
existed earlier (2–4), life has recovered and multiplied exten-
sively. Those extinction events were caused by catastrophic al-
terations of the environment, such as massive volcanic eruptions,
depletion of oceanic oxygen, or collision with an asteroid (5). In
each case, it took millions of years to regain numbers of species
comparable to those that existed before the particular extinction
event (6, 7). Even though only an estimated 2% of all of the
species that ever lived are alive today, the absolute number of
species is greater now than ever before (2). It was into such a
biologically diverse world that we humans evolved, and such a
world that we are destroying.
Life has now entered a sixth mass extinction (8–10). This is

probably the most serious environmental problem, because the
loss of a species is permanent, each of them playing a greater or
lesser role in the living systems on which we all depend (11, 12).
The species extinctions that define the current crisis are, in turn,
based on the massive disappearance of their component pop-
ulations, mostly since the 1800s (10, 13–20). The massive losses
that we are experiencing are being caused, directly or indirectly,
by the activities of Homo sapiens. They have almost all occurred
since our ancestors developed agriculture, some 11,000 y ago. At

that time, we numbered about 1 million people worldwide; now
there are 7.7 billion of us, and our numbers are still rapidly
growing (21). As our numbers have grown, humanity has come to
pose an unprecedented threat to the vast majority of its living
companions.
Today, species extinction rates are hundreds or thousands of

times faster than the “normal” or “background” rates prevailing
in the last tens of millions of years (8–10). The recent United
Nations report on biodiversity and ecosystem services estimates
that a quarter of all species face extinction, many within decades
(11). When a species disappears, a wide range of characteristics
is lost forever, from genes and interactions to phenotypes and
behaviors (22–27).
Every time a species or population vanishes, Earth’s capability

to maintain ecosystem services is eroded to a degree, depending
on the species or population concerned. Each population is likely
to be unique and therefore likely to differ in its capacity to fit into
a particular ecosystem and play a role there. The effects of ex-
tinctions will worsen in the coming decades, as losses of functional
units, redundancy, and genetic and cultural variability change
entire ecosystems (14, 23, 24). Humanity needs the life support of
a relatively stable climate, flows of fresh water, agricultural pest
and disease-vector control, pollination for crops, and so on, all
provided by functional ecosystems (12, 28).
Examples documenting the ongoing biological annihilation are

proliferating, each of them underlining the magnitude of the
problem and the urgency of taking action. More than 400 ver-
tebrate species became extinct in the last 100 y, extinctions that
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Environ 94% des populations de 77 
espèces de mammifères et d'oiseaux au 
bord du gouffre (moins de 1000 individus 
restant) ont été perdues au cours du siècle 
dernier. En supposant que toutes les 
espèces au bord du gouffre ont des 
tendances similaires, plus de 237 000 
populations de ces espèces ont disparu 
depuis 1900. Les auteurs concluent que la 
sixième extinction massive causée par 
l'homme s'accélère.



L’érosion accélérée de la biodiversité se poursuit
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Ecosystem decay exacerbates biodiversity 
loss with habitat loss

Jonathan M. Chase1,2ಞᅒ, Shane A. Blowes1,2, Tiffany M. Knight1,3,4, Katharina Gerstner1 &  
Felix May1,5,6

Although habitat loss is the predominant factor leading to biodiversity loss in the 
Anthropocene1,2, exactly how this loss manifests—and at which scales—remains a 
central debate3–6. The ‘passive sampling’ hypothesis suggests that species are lost in 
proportion to their abundance and distribution in the natural habitat7,8, whereas the 
‘ecosystem decay’ hypothesis suggests that ecological processes change in smaller 
and more-isolated habitats such that more species are lost than would have been 
expected simply through loss of habitat alone9,10. Generalizable tests of these 
hypotheses have been limited by heterogeneous sampling designs and a narrow focus 
on estimates of species richness that are strongly dependent on scale. Here we analyse 
123 studies of assemblage-level abundances of focal taxa taken from multiple habitat 
fragments of varying size to evaluate the in"uence of passive sampling and ecosystem 
decay on biodiversity loss. We found overall support for the ecosystem decay 
hypothesis. Across all studies, ecosystems and taxa, biodiversity estimates from 
smaller habitat fragments—when controlled for sampling e#ort—contain fewer 
individuals, fewer species and less-even communities than expected from a sample of 
larger fragments. However, the diversity loss due to ecosystem decay in some studies 
(for example, those in which habitat loss took place more than 100 years ago) was less 
than expected from the overall pattern, as a result of compositional turnover by 
species that were not originally present in the intact habitats. We conclude that the 
incorporation of non-passive e#ects of habitat loss on biodiversity change will 
improve biodiversity scenarios under future land use, and planning for habitat 
protection and restoration.

When habitat is lost, two different processes can lead to biodiversity 
decline. First, species are lost as habitat area is lost via the ubiquitous 
species–area relationship11,12; fewer species can persist in smaller 
habitats, and species that are rarer in the landscape will go extinct 
owing to passive sampling. Second, the demography of species within 
the remaining habitat can be altered, increasing extinction risk (or 
decreasing recolonization) subsequent to immediate species losses9,10. 
This process—which is referred to as ecosystem decay9—supposes that 
biological processes within intact habitats embedded within smaller 
habitat areas differ from those in larger patches (for example, owing 
to edge effects, lowered dispersal or demographic stochasticity). For 
a given sampling effort, we might expect fewer species, changes in 
total and relative abundances, and often altered ecosystem functions, 
in smaller relative to larger habitats as a result of ecosystem decay 
(see empirical examples in refs. 3,13–15). Both of these processes—biodi-
versity loss owing to passive sampling or to altered demography that 
leads to ecosystem decay—are well-known, but often confounded in 
empirical tests for which sampling efforts are variable. Additionally, 
most models that forecast biodiversity loss as a result of habitat loss 

implicitly assume passive sampling from larger to smaller habitats when 
developing scenario projections (for example, refs. 11,12,16,17), ignoring 
demographic effects. At present we are unable to synthesize the rela-
tive importance of the two main processes of biodiversity loss with 
habitat loss. Without this synthesis, we cannot address the necessity 
of incorporating loss owing to both passive sampling and ecosystem 
decay into forecasts of future biodiversity scenarios.

Passive sampling versus ecosystem decay
In Fig. 1, we visualize the primary processes by which biodiversity and 
its empirical estimates can respond to habitat loss when explicitly 
controlling for sampling effort to establish explicit testable hypoth-
eses18–20. Although it is often impractical or impossible to count all 
of the individuals or species in a given habitat patch, we can readily 
establish a scheme to estimate the numbers of individuals, the num-
bers of species or other estimates of biodiversity (for example, relative 
abundances) within samples of the habitat (as illustrated by the square 
plots in Fig. 1). By standardizing this sampling effort, we can compare 
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in smaller compared to larger fragments. As a result, the numbers of 
species for a given sampling effort declines, as do other measures of 
diversity based on relative abundances, with fragment size. The third 
example is ecosystem decay that results from reductions in the num-
bers of individuals. Here, there are fewer total species and also fewer 
species per standardized sampling effort in smaller relative to larger 
fragments, resulting from lower demographic rates of species in the 
small compared to the large fragments. In this scenario, while there are 
fewer individuals in samples from smaller fragments, all species have 
the same demographic response such that the relative abundances of 
species have not changed. As a result, the rarefied richness (standard-
ized for the numbers of individuals) is similar in smaller and larger frag-
ments. Although this is not shown in Fig. 1, it is also likely that ecosystem 
decay can result from changes both to the total numbers of individuals 
and to species relative abundances, from larger to smaller fragments. 
These are not the only possible outcomes, but other patterns—such as 
increases in abundance or evenness with decreasing habitat size—are 
less likely. Such increases in abundance or evenness would in turn lead 
to higher measures of diversity in standardized samples within smaller 
patches4,6. Some of these other outcomes are plausible, but we do not 
discuss them further as the bulk of our evidence indicates they are far 
less common than the three shown in Fig. 1.

Testing the hypotheses
Although the hypotheses illustrated in Fig. 1 are straightforward, appro-
priate syntheses have not heretofore been possible because of highly 
heterogeneous data that come from different sampling designs, as 
well as often-confounded analyses that do not control for sampling 
effort and grain21. However, if ecosystem decay in the form of changes 
to the numbers of species, individuals and/or relative species abun-
dances in standardized samples is pervasive, this would mean that the 
majority of biodiversity loss scenarios—which assume passive sampling 

and ignore ecosystem decay—probably underestimate the effects of 
habitat loss on species loss. Here, we have developed an explicit and 
comprehensive evaluation of the passive sampling versus ecosystem 
decay hypotheses using 123 datasets in which species abundances were 
sampled from multiple habitat fragments of different sizes within once 
continuous landscapes22 (Fig. 2a). Our dataset was explicitly compiled 
for this effort, and we developed an analytical pipeline that controls for 
sampling effort to test the hypotheses of biodiversity loss stemming 
from habitat loss. Datasets had from 2 to 53 habitat fragments of varying 
size within a given ecosystem, ranging from less than 1 ha to more than 
10,000 ha of continuous habitat cover, and included studies on plant, 
invertebrate and vertebrate assemblages. Approximately 85% of our 
studies came from forested landscapes embedded within anthropo-
genic matrices (for example, agriculture), and the other studies came 
from shrublands, grasslands and wetlands. Although our search for 
datasets was global, there are clear geographical patterns in terms of 
where studies were collected; the majority come from tropical areas, 
especially Central and South America (Fig. 2a) (further details are pro-
vided in the Methods and ref. 22).

Overall, we found strong support for the ecosystem decay hypothesis 
across all studies (Fig. 2, Extended Data Fig. 2). After controlling for sam-
pling effort (Methods), we found that each of the biodiversity variables 
increased as the size of the habitat fragments increased. This included 
increases in the standardized number of individuals with fragment size 
(Fig. 2a), increases in standardized species richness with fragment size 
(Fig. 2b), increases in the evenness (relative abundance) of species in the 
community with fragment size (estimated via the effective number of 
species conversion of the probability of interspecific encounter (SPIE), a 
measure of evenness that is relatively insensitive to sample size (Meth-
ods)) (Fig. 2c) and increases in several other sample-effort-controlled 
biodiversity measures with fragment size (Extended Data Fig. 2).

We developed a second analysis to explicitly account for the uncer-
tainty surrounding the expected biodiversity estimates from the passive 
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Fig. 2 | Ecosystem decay drives patterns of biodiversity loss in habitat 
fragments. a, Global map, indicating the taxon group and location of studies 
(n = 123) included in our analyses. b–d, Standardized samples show that 
number of individuals (b), species richness (c) and evenness (d) all increase as a 
function of fragment size. Solid black lines and shading show overall 

relationships and 95% credible intervals for each metric; the slope (β) 
coefficient for each metric and its 95% credible interval are shown at the top. 
Coloured lines show study-level relationships for different taxon groups (as 
shown in the map legend).

La dégradation des écosystèmes entraîne des schémas de perte de biodiversité dans les fragments 
d'habitat : a, Carte globale, indiquant le groupe de taxons et l'emplacement des études (n = 123) inclus 
dans les analyses. b – d, Les échantillons standardisés montrent que le nombre d'individus (b), la richesse 
en espèces (c) et la régularité (d) augmentent tous en fonction de la taille des fragments.



L’érosion accélérée de la biodiversité se poursuit

4

Un petit point sur les insectes, 
souvent négligés

1SCIENTIFIC REPORTS |          (2020) 10:422  | �����ǣȀȀ���Ǥ���ȀͷͶǤͷͶ͹;Ȁ�ͺͷͻͿ;ǦͶͷͿǦͻͽ͸͸ͼǦͿ

www.nature.com/scientificreports

Loss of dominant caterpillar genera 
in a protected tropical forest
Danielle M. Salcido*, Matthew L. Forister, Humberto Garcia Lopez & Lee A. Dyer

Reports of biodiversity loss have increasingly focused on declines in abundance and diversity of insects, 
but it is still unclear if substantive insect diversity losses are occurring in intact low-latitude forests. We 
����������͸͸���������������Ǧ�����������Ǧ��������������������������������������������������������������������
in the diversity and density of insects that appear to be partly driven by a changing climate and weather 
���������Ǥ���������������������������������������ƪ������������������������������������������������������ǡ�
including changes in land-use in nearby areas. We report a decline in parasitism that represents a 
reduction in an important ecosystem service: enemy control of primary consumers. The consequences 
of these changes are in many cases irreversible and are likely to be mirrored in nearby forests; overall 
declines in the region will have negative consequences for surrounding agriculture. The decline of 
important tropical taxa and associated ecosystem function illuminates the consequences of numerous 
threats to global insect diversity and provides additional impetus for research on tropical diversity.

!e impacts of global change are multifaceted and ubiquitous1 with major ecological and evolutionary conse-
quences2 that span aquatic and terrestrial ecosystems as well as a wide diversity of taxa and species interactions3. 
Much of global change research has focused on the negative consequences for single trophic levels, and despite 
an increased emphasis on interaction diversity in ecology4, relatively few studies have linked climatic variability 
to interaction diversity, ecosystem stability, and services of speci"c guilds, such as parasitoids. Past studies have 
also been geographically and taxonomically biased towards temperate ecosystems5–8 and the subset of tropical 
studies of global change tend to focus on vertebrates and focal tree species. Despite the fact that 85% of global 
insect diversity resides in the tropics9, current analyses on insect declines are primarily focused on western, 
higher-latitude regions: United States, Great Britain and Europe10. !us, although it has been clear for some time 
that a sixth mass extinction event is underway11, only recently have studies attempted to document declines in 
insect diversity in intact tropical forests by quantifying abundances of species within common guilds12.

Documenting long term population trends and #uctuations in diversity in tropical insect communities is 
especially important because of an unjusti"ed assumption that tropical communities are more stable13,14 and more 
resilient to multiple global change disruptions. !reats to insect diversity include climate change, habitat loss, 
fragmentation, invasive species, pesticides, and pollutants15–20, and the magnitude of these e$ects and associated 
levels of ecosystem resilience do indeed vary considerably across biogeographic regions. For example, changes in 
some climate parameters, such as mean annual temperature are most severe at the poles, and some of the most 
dramatic examples of biotic change have been observed at high latitudes, such as increased overwintering survival 
and voltinism in pest insects21,22. In contrast, increases in extreme weather events will likely have complex and 
large e$ects on lowland tropical communities, where plant-insect food webs may be particularly sensitive because 
of highly-specialized trophic relationships relative to interactions at higher latitudes23. Furthermore, vulnerability 
of tropical communities to global change is exacerbated by the thermal constraints of tropical ectotherms24–26, 
high degrees of endemism and high rates of tropical habitat loss27–30.

In general, reports on insect declines have mostly included cases where the causes are unspecified or 
unclear12,31, or the consequences to ecosystem services have not been explored10,12,32. Studies that span multiple 
decades and metanalyses examining a broad array of taxa have documented substantial reductions in insect 
abundance, biomass and diversity (for both temperate32–38 and tropical12 ecosystems). !ese changes in diver-
sity have been associated with losses of rare species33 or increased dominance of generalists36. Putative mecha-
nisms for these declines include habitat loss, conversion to arable land33, pesticide use10,35, increases in maximum 
temperature (Tmax)12, extreme weather events35, and synergisms among these factors39. E$ect sizes reported in 
these studies are variable and suggest that the fate of insects will be determined by a complex mix of interacting 
stressors rather than any single cause40. !e most thorough multi-decadal data for Lepidoptera show declines in 
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abundance are widespread in temperate regions37,41–43, and these changes are due to a variety of global change 
parameters, for example loss of overwintering sites and degradation of breeding habitat for a migratory butter-
!y44. For associated loss in ecosystem services, insect declines have been linked to pollination services45, but to 
our knowledge an explicit connection between climate change and declines in parasitism has not been reported 
from long-term datasets.

Here, we contribute to understanding species declines and losses of biological interactions in a protected and 
well-studied tropical wet forest and examine potential losses of ecosystem function. "e study area is La Selva 
Biological Research Station, Heredia Costa Rica (10° 26′ N, 83° 59′ W), a ~1600-hectare (ha) patch of forest on 
the eastern Caribbean slope of the Cordillera Central, bordered by agriculture as well as the Braulio Carrillio 
National Park (Fig. 1A). We used data from 1997 to 2018 to examine changes in taxonomic diversity among larval 
Lepidoptera (“caterpillars”) and associated parasitic Hymenoptera and Diptera (“parasitoids”).

Results
Ubiquitous declines in species richness across trophic levels. Our data reveal that declines in cat-
erpillar and parasitoid richness (Fig. 1B,C) and diversity (Supplementary Fig. S1–S3) are widespread across the 
two consumer trophic levels (caterpillars: β = −0.03, 95% credible intervals (CI) [−0.06, −0.01], R2 = 0.43; para-
sitoids: β = −0.02, [−0.03,−0.01], R2 = 0.44). "ese coe$cients represent a 9.48% and 14.76% decline in species 
per hectare each year for caterpillars and parasitoids, respectively. Extrapolation of estimated declines to the full 
1600 ha of La Selva yielded estimates for the number of species that have either been lost from the forest since the 
start of the study or have been reduced to su$ciently low density that they are no longer detected (which likely 
amounts to e%ective extirpation from the perspective of ecological interactions): we estimate 1056 fewer caterpil-
lar species (with 95% Bayesian credible intervals from 2112 to 352), and 704 fewer parasitoid species (from 1056 
to 352). "ese are crude estimates of reduction based on numerous assumptions, including complete turnover per 

Figure 1. Caterpillar, parasitoid, and interaction richness declines across 22 years of sampling at La Selva 
Biological Research Station. Braulio Carillo National Forest (A.l) and surrounding areas, including La Selva 
(A.2) and a large adjacent banana plantation indicated by dashed white lines (A.3). Declines in caterpillar (B), 
associated parasitoid (C) and interaction (D) richness over the past 22 years (1997–2018) are evident within 
the La Selva forest patch. Dotted lines on plots depicting declines are the best &t lines from Bayesian regression, 
with 95% credible intervals in gray. Map designed by D.M.S.

Chenilles

Parasitoïdes
Interactions

INSECT POPULATIONS

Meta-analysis reveals declines in terrestrial but
increases in freshwater insect abundances
Roel van Klink1,2,3*, Diana E. Bowler1,4,5, Konstantin B. Gongalsky6,7, Ann B. Swengel8,
Alessandro Gentile1, Jonathan M. Chase1,9

Recent case studies showing substantial declines of insect abundances have raised alarm, but
how widespread such patterns are remains unclear. We compiled data from 166 long-term surveys of
insect assemblages across 1676 sites to investigate trends in insect abundances over time. Overall, we
found considerable variation in trends even among adjacent sites but an average decline of terrestrial
insect abundance by ~9% per decade and an increase of freshwater insect abundance by ~11% per
decade. Both patterns were largely driven by strong trends in North America and some European
regions. We found some associations with potential drivers (e.g., land-use drivers), and trends in
protected areas tended to be weaker. Our findings provide a more nuanced view of spatiotemporal
patterns of insect abundance trends than previously suggested.

I
nsects are themost ubiquitous and diverse
animals on the planet (1–3), providingmul-
tiple critical ecosystem services (e.g., polli-
nation and decomposition) and disservices
(e.g., damaging crops and spreading dis-

ease) (4). Althoughpopulationdeclines ofmany
species have beenpreviously documented (5–7),
recent case studies showing drastic declines
in the total biomass or abundance of entire
insect assemblages (8–11) have caused a surge
of interest in the plight of insects (12, 13). De-
spite theattention fromthemedia,policy-makers,
and scientists, it remains unclear whether such
declines are widespread across realms and
among geographic regions. Here, we compiled
as many openly available long-term (10+ years)
standardized monitoring surveys of assem-
blages of insects and arachnids (for brevity,
hereafter collectively referred to as “insects”) as
we could find (14).Weused the amasseddata to
evaluate changes in total insect abundance and
biomass, as well as the geographic distribution
of such changes. Our dataset included 1676
sites from 166 studies spread over 41 countries
(Fig. 1; see table S1 for a list of studies). Among
these, 130 datasets reported only changes in
insect abundances (i.e., number of individuals)
in an assemblage, 13 datasets reported only the
biomass of all insects in an assemblage, and 23
datasets reported both metrics. The data
spanned from 1925 to 2018, with a median
start year of 1986 and a median time span of

20 years. Because our main focus was on the
temporal trend of changes within assemblages
(i.e., time series of total biomass or abundance),
we could combine data with different sampling
methods, spatial scales, and metrics into one
analysis.
Across all studies, there was great variation

in trends even among geographically adjacent
sites (Fig. 1). We analyzed the data using a
hierarchical Bayesian model accounting for
variation at the study, study area, and site level
(14). From this, we inferred strong evidence for
a mean trend when the posterior probability
of the estimate was larger or smaller than
zero with at least 95% certainty. Likewise, we
inferredmoderate or weak evidence for amean
trend when the posterior probability differed
from zerowith 90 or 80% certainty, respectively,
and interpreted no evidence for a directional
trend for probabilities <80%. Overall, we found
strong evidence for a decline of terrestrial
insects,whichwe estimated to be 0.92%per year
(Fig. 2A and table S2), amounting to –8.81% per
decade. By contrast, we found a 1.08% annual
increase for freshwater insects, equaling+11.33%
per decade (Fig. 2A). Themean trend estimates
of insect abundance and biomass were similar
(Fig. 2A) but differed in strength of evidence
because of the lower data availability for bio-
mass (table S2). The positive trends in the fresh-
water realm may partially counter the negative
terrestrial trends, because a model combining
both realms showed no evidence for a direc-
tional trend (Fig. 2A). However, because fresh
water represents only 2.4% of the earth’s ter-
restrial surface (15, 16), such a combinedmodel
is likely to be a poor representation of trends
in total insect numbers at any spatial scale.
The strongest evidence for declines in ter-

restrial insect assemblages was found inNorth
America (Fig. 2B), but also in some European
regions (fig. S1). The exclusion of all North
American data thus tempered the overall de-
cline (mean trend without North America:

–0.49% per year), but there was still weak
evidence for a negative mean trend. When
estimating the trends in different climatic zones,
we found strong evidence for directional trends
in both realms in the temperate zone, as well as
inMediterranean and desert climates (drylands;
Fig. 2C and table S2).We foundno evidence for
directional trends inother continents or climatic
zones, where the data were much sparser (Fig.
2, B and C, and table S2). The increasing trend
for the freshwater insects, particularly in the
temperate zone, is consistent with recent analy-
ses from these regions (17–19) andmay at least
partially reflect recovery from past degradation
[e.g., the Clean Water Act and similar legis-
lation (20–23)]. Other causes of this increase
may have been climatic warming (24) and an
enhanced productivity caused by nutrient in-
puts (25, 26).
We tested whether these temporal trends

changed over time by running the samemodel
for progressively shorter timespans: since 1960,
1970, 1980, 1990, 2000, and 2005 (Fig. 3). No
consistent temporal changes in trends were
visible at the global level. However, in Europe,
the mean slope estimate for the terrestrial in-
sects becamemore negative over time andwas
steepest since 2005. By contrast, the overall
negative trends for terrestrial insects in North
America have tempered and were no longer
negative since 2000. For freshwater insects,
the trends became more positive in Europe
and North America, as well as in Asia, where
the overall increase was steepest since 1990,
coincidingwith the collapse of the SovietUnion
and its heavy industries (27, 28). Trends in the
other continents seem relatively unchanged
over time.
We evaluated associations of the observed

trends in insect abundances with commonly
hypothesized anthropogenic drivers, including
land-use change and climate change (10, 11, 29).
First, we found that the trends in protected
areas were weaker than those in unprotected
areas (Fig. 4), although therewas still amoderate
negative trend in terrestrial protected areas.
This difference suggests a possible association
between insect trends and land-use change.
To evaluate this further, we used Geographic
InformationSystem(GIS) layers to extracturban
and cropland cover surrounding the sampling
sites at local (only available since 1992) and
landscape (full period) scales (14). We found
moderate evidence for a negative relationship
between terrestrial insect abundance trends
and landscape-scale urbanization (figs. S3 and
S4a), potentially explained by habitat loss and
light and/or chemical pollution associated with
urbanization (30). By contrast, insect abun-
dance trends were positively associated with
crop cover at the local (but not landscape)
scale in both realms (fig. S3). Specifically, in
the terrestrial realm, temporal trends became
less negativewith increasing crop cover (fig. S4f),
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A B S T R A C T

Insect abundances are declining in many areas around the world, but the causes of those declines are seldom
clear. Here we report a dramatic decline in the abundance and diversity of Coleoptera (beetle) taxa in a large
tract of intact northern hardwood forest during the last 45 years, and provide evidence supporting winter
warming as the primary cause. Beetles were sampled using the same method (window traps) and in the same
locations within the Hubbard Brook Experimental Forest, New Hampshire, in 1973–1977 and again in
2015–2017. The mean (± SE) number of beetles captured per 48-h fell from 23.2 (± 3.89) to 3.9 (± 1.19), a
decline of 83% over this 45-year period. The number of beetle taxa captured decreased by 39%, with 19 beetle
families disappearing entirely. Beetle capture rate was least when and where climate was warmest. Capture rate
was significantly lower in the 2010s when mean daily temperature was about 1.8 °C warmer, and sampling
during 2016–2017 at low, mid and high elevations (320, 540, and 810 m asl, respectively) revealed lowest beetle
captures at low elevation where climate was warmest. Most importantly, beetle capture rate was significantly
lower after winters with less snow cover during the previous winter, indicating that snow cover in northern
hardwood forest is essential for sustaining the beetle community. These results imply that additional climate
warming might further reduce the abundance and diversity of beetles and other arthropods inhabiting the forest-
floor, potentially affecting critical ecosystem processes such as decomposition and carbon storage.

1. Introduction

Dramatic declines in insect abundance, biomass and diversity are
being reported from multiple habitat types in the Neotropics, Europe
and North America (e.g., Brooks et al., 2012; Hallmann et al., 2017;
Gillespie et al., 2019; Homburg et al., 2019; Janzen and Hallwachs,
2019). Suggested causes of the declines reported include habitat loss,
fragmentation and degradation, as well as pollution (e.g., from pesti-
cides) and climate change (Sánchez-Bayo and Wyckhuys, 2019).
However, no study to date has been able to isolate the cause(s) of the
observed declines (Coyle et al., 2017), and some studies show no such
losses in relatively undisturbed natural habitats (Sánchez-Bayo and
Wyckhuys, 2019). Identifying causal mechanisms of change is urgently
needed for assessing management and conservation options (Simmons
et al., 2019), as is new information from relatively undisturbed habitats
such as the forests of northeastern North America.

Change in forest insect abundance and diversity might best be re-
vealed by examining the forest-floor “brown” food web, which sustains
most of the animal diversity found in temperate forests (Decaëns,

2010). Tracking change in the brown food web can also provide insight
into the processes that sustain forests and their biodiversity
(Schowalter, 2017), because animals in this food web can affect key
ecosystem processes such as decomposition (Ulyshen, 2016), nutrient
cycling (Carrillo et al., 2011) and carbon storage (Wenk et al., 2016).
Unfortunately, few long-term data document the composition and dy-
namics of the brown food web in the temperate deciduous forests of
North America (Garrick et al., 2019; Adlam et al., 2017). Long-term
studies are valuable because populations of forest-floor arthropods can
be highly variable in space and time (Bentz et al., 2010) and because
some factors affecting populations such as climate and vegetation
change slowly, across decades rather than years.

Forest floor beetles (Coleoptera), in particular, can be sensitive in-
dicators of long-term forest change and health (Hoekman et al., 2017)
because they play multiple roles, ranging from decomposers (e.g.,
carrion beetles, Silphidae) to top predators (e.g., rove beetles, Staphy-
linidae). Consequently, the beetle community is likely to respond both
to changes in resources (bottom up effects; e.g., Chen and Wise, 1999)
and to shifts in predator-prey interactions (top down effects; e.g., Burtis
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decline of 83% over this 45-year period. The number of beetle taxa captured decreased by 39%, with 19 beetle
families disappearing entirely. Beetle capture rate was least when and where climate was warmest. Capture rate
was significantly lower in the 2010s when mean daily temperature was about 1.8 °C warmer, and sampling
during 2016–2017 at low, mid and high elevations (320, 540, and 810 m asl, respectively) revealed lowest beetle
captures at low elevation where climate was warmest. Most importantly, beetle capture rate was significantly
lower after winters with less snow cover during the previous winter, indicating that snow cover in northern
hardwood forest is essential for sustaining the beetle community. These results imply that additional climate
warming might further reduce the abundance and diversity of beetles and other arthropods inhabiting the forest-
floor, potentially affecting critical ecosystem processes such as decomposition and carbon storage.
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losses in relatively undisturbed natural habitats (Sánchez-Bayo and
Wyckhuys, 2019). Identifying causal mechanisms of change is urgently
needed for assessing management and conservation options (Simmons
et al., 2019), as is new information from relatively undisturbed habitats
such as the forests of northeastern North America.

Change in forest insect abundance and diversity might best be re-
vealed by examining the forest-floor “brown” food web, which sustains
most of the animal diversity found in temperate forests (Decaëns,

2010). Tracking change in the brown food web can also provide insight
into the processes that sustain forests and their biodiversity
(Schowalter, 2017), because animals in this food web can affect key
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be highly variable in space and time (Bentz et al., 2010) and because
some factors affecting populations such as climate and vegetation
change slowly, across decades rather than years.
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because they play multiple roles, ranging from decomposers (e.g.,
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Seasonal animal movement among disparate habitats is a fun-

damental mechanism by which energy, nutrients, and biomass

are transported across ecotones. A dramatic example of such

exchange is the annual emergence of mayfly swarms from fresh-

water benthic habitats, but their characterization at macroscales

has remained impossible. We analyzed radar observations of

mayfly emergence flights to quantify long-term changes in annual

biomass transport along the Upper Mississippi River and West-

ern Lake Erie Basin. A single emergence event can produce

87.9 billion mayflies, releasing 3,078.6 tons of biomass into the

airspace over several hours, but in recent years, production

across both waterways has declined by over 50%. As a primary

prey source in aquatic and terrestrial ecosystems, these declines

will impact higher trophic levels and environmental nutrient

cycling.

bioflow | ecotone | emergence | Ephemeroptera | radar entomology

W
e have limited understanding of the critical link between
ecosystem function and the phenology and magnitude

of spatial flows of nutrients, energy, and organisms (1, 2), yet
these flows are increasingly disrupted by anthropogenic environ-
mental change with dynamic cascading effects on ecology and
biogeochemistry (3). Modern remote-sensing techniques have
enabled landscape-scale budgeting of plant and soil biomass,
but the flow of organisms has been particularly difficult to
quantify (3). Seasonal movements of animals drive commu-
nity structure, ecosystem function, and connectivity through
the transport and cycling of biomass and nutrients across
space and time (4–7). Recent technological advances in ani-
mal monitoring have enabled some of the first quantitative
descriptions of journeys undertaken by billions of individu-
als within aquatic, terrestrial, and aerial habitats, and these
extremes in both number and spatial scale highlight the impor-
tance of animal movement in foundational environmental and
ecological processes (5–11). Despite these advances, quanti-
fying the magnitude of seasonal movements across aquatic,
aerial, and terrestrial habitat interfaces in an ecosystem con-
text remains problematic. Spanning the aquatic–terrestrial eco-
tone, the lifecycle of burrowing mayflies (Hexagenia spp.) is
an extreme example of massive ecosystem fluxes with impacts
on fundamental ecology, biogeochemical cycling, and human
society.

Through the middle of the 20th century, enormous sum-
mertime swarms of Hexagenia mayflies were a common sight
across many of North America’s largest waterways. The immense
scale of mayfly emergences made them a natural spectacle, and
reports of the aquatic insects blanketing waterfront cities reg-
ularly filled newspaper headlines (12). Deep drifts of mayflies
rendered streets impassable until snowplows could clear and grit
roadways, and the dense swarms reduced visibility and inhib-
ited water navigation, temporarily halting river transportation
(12). These large Hexagenia populations were vital for support-
ing the commercial fishing industry and recreational anglers (13)

while also serving as a perennial annoyance for waterside resi-
dents; most of all, these mayfly emergences were a conspicuous
sign of a productive, functional aquatic ecosystem (14–17). How-
ever, by 1970, these mass emergences had largely disappeared.
The combination of increasing eutrophication from agricultural
runoff, chronic hypoxia, hydrologic engineering, and environ-
mental toxicity resulted in the disappearance of Hexagenia from
many prominent midwestern waterways, with complete extir-
pation from the Western Lake Erie Basin and large segments
of the Illinois, Ohio, and Mississippi Rivers (12–15, 17, 18).
After two decades of absence, targeted efforts in conservation
and environmental protection led to the eventual recovery of
Hexagenia populations and recolonization of major habitats in
the early 1990s (17, 18). Although the annual cycle of mayfly
emergence has once more become commonplace in much of
North America (Fig. 1), quantifying the ecological significance
of these events at macroscales has remained impossible. More-
over, historical precedent shows that these large freshwater
ecosystems are especially vulnerable to environmental change,
making Hexagenia emergence an effective indicator of ecological
“health” of waterways and motivating development of large-scale
monitoring capabilities (14, 16).

We used weather surveillance radar to conduct nightly sur-
veys of Hexagenia abundance over the Western Lake Erie Basin

Significance

The annual appearance of massive mayfly swarms is a source

of public fascination and spectacular natural phenomenon

that plays a key role in regional food webs. Alarming reports

of insect declines motivate efforts to uncover long-term

and large-scale invertebrate population trends. Monitoring

aquatic insect abundance across ecosystems continues to be

logistically infeasible, leaving the vulnerability of these com-

munities to intensifying anthropogenic impacts unknown.

We apply radar remote sensing to quantify aquatic insect

abundance at scales that have been previously impossible,

revealing persistent declines in biomass flux from aquatic

to terrestrial habitats. As ecological indicators, these losses

may signal deterioration in water quality and, if current

population trends continue, could cascade to widespread

disappearance from some of North America’s largest

waterways.
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has remained impossible. We analyzed radar observations of

mayfly emergence flights to quantify long-term changes in annual
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e have limited understanding of the critical link between
ecosystem function and the phenology and magnitude

of spatial flows of nutrients, energy, and organisms (1, 2), yet
these flows are increasingly disrupted by anthropogenic environ-
mental change with dynamic cascading effects on ecology and
biogeochemistry (3). Modern remote-sensing techniques have
enabled landscape-scale budgeting of plant and soil biomass,
but the flow of organisms has been particularly difficult to
quantify (3). Seasonal movements of animals drive commu-
nity structure, ecosystem function, and connectivity through
the transport and cycling of biomass and nutrients across
space and time (4–7). Recent technological advances in ani-
mal monitoring have enabled some of the first quantitative
descriptions of journeys undertaken by billions of individu-
als within aquatic, terrestrial, and aerial habitats, and these
extremes in both number and spatial scale highlight the impor-
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mertime swarms of Hexagenia mayflies were a common sight
across many of North America’s largest waterways. The immense
scale of mayfly emergences made them a natural spectacle, and
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rendered streets impassable until snowplows could clear and grit
roadways, and the dense swarms reduced visibility and inhib-
ited water navigation, temporarily halting river transportation
(12). These large Hexagenia populations were vital for support-
ing the commercial fishing industry and recreational anglers (13)

while also serving as a perennial annoyance for waterside resi-
dents; most of all, these mayfly emergences were a conspicuous
sign of a productive, functional aquatic ecosystem (14–17). How-
ever, by 1970, these mass emergences had largely disappeared.
The combination of increasing eutrophication from agricultural
runoff, chronic hypoxia, hydrologic engineering, and environ-
mental toxicity resulted in the disappearance of Hexagenia from
many prominent midwestern waterways, with complete extir-
pation from the Western Lake Erie Basin and large segments
of the Illinois, Ohio, and Mississippi Rivers (12–15, 17, 18).
After two decades of absence, targeted efforts in conservation
and environmental protection led to the eventual recovery of
Hexagenia populations and recolonization of major habitats in
the early 1990s (17, 18). Although the annual cycle of mayfly
emergence has once more become commonplace in much of
North America (Fig. 1), quantifying the ecological significance
of these events at macroscales has remained impossible. More-
over, historical precedent shows that these large freshwater
ecosystems are especially vulnerable to environmental change,
making Hexagenia emergence an effective indicator of ecological
“health” of waterways and motivating development of large-scale
monitoring capabilities (14, 16).

We used weather surveillance radar to conduct nightly sur-
veys of Hexagenia abundance over the Western Lake Erie Basin
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Evidence for global insect declines mounts, increasing our need to
understand underlying mechanisms. We test the nutrient dilution
(ND) hypothesis—the decreasing concentration of essential die-
tary minerals with increasing plant productivity—that particularly
targets insect herbivores. Nutrient dilution can result from in-
creased plant biomass due to climate or CO2 enrichment. Addition-
ally, when considering long-term trends driven by climate, one
must account for large-scale oscillations including El Niño Southern
Oscillation (ENSO), North Atlantic Oscillation (NAO), and Pacific
Decadal Oscillation (PDO). We combine long-term datasets of
grasshopper abundance, climate, plant biomass, and end-of-season
foliar elemental content to examine potential drivers of abundance
cycles and trends of this dominant herbivore. Annual grasshopper
abundances in 16- and 22-y time series from a Kansas prairie
revealed both 5-y cycles and declines of 2.1–2.7%/y. Climate cycle
indices of spring ENSO, summer NAO, and winter or spring PDO
accounted for 40–54% of the variation in grasshopper abundance,
mediated by effects of weather and host plants. Consistent with
ND, grass biomass doubled and foliar concentrations of N, P, K,
and Na—nutrients which limit grasshopper abundance—declined
over the same period. The decline in plant nutrients accounted for
25% of the variation in grasshopper abundance over two decades.
Thus a warming, wetter, more CO2-enriched world will likely con-
tribute to declines in insect herbivores by depleting nutrients from
their already nutrient-poor diet. Unlike other potential drivers of
insect declines—habitat loss, light and chemical pollution—ND
may be widespread in remaining natural areas.

insect decline | global change | grasshopper | Acrididae | grassland

As studies of insect declines in abundance and diversity ac-
cumulate (e.g., refs. 1–5), two challenges are emerging. The

first is conclusively measuring the declines, given that data can be
noisy (6), are commonly inferred from sites initially selected for
high abundances (7), and are often limited to a comparison of
two snapshots (e.g., refs. 1, 5, and 8–12) when long time series
are needed (13, 14). The second is identifying the drivers of these
global declines among candidates such as global heating, light
pollution, invasive species, pesticides, pollutants, and habitat loss
due to urban expansion and agricultural intensification (15). We
address both challenges using a long-term, high-resolution survey
of grasshopper abundances in a North American prairie.
A key step in quantifying insect declines is parsing the climate

drivers that act at different timescales toward effectively sepa-
rating cycles from long-term trends. Among these, and particu-
larly germane to the 20–30-y records that dominate the insect
decline literature (e.g., refs. 4 and 16–19), are large-scale climate
oscillations including the El Niño Southern Oscillation (ENSO),
the North Atlantic Oscillation (NAO), and the Pacific Decadal
Oscillation (PDO). Climate oscillations control weather patterns
(20), indirectly driving primary productivity (21), and varying
production of higher trophic levels including fish, mammals, birds, and
insects (22–26). Climate cycles can drive insect abundances by influ-
encing the timing and amount of temperature and precipitation, al-
tering plant quantity and quality, including via nutrient dilution (27–29).

In addition to assessing cycles and temporal trends, we ex-
amine the nutrient dilution (ND) hypothesis as a potentially
potent mechanism for insect declines. ND posits that increased
carbohydrate production by primary producers—due to elevated
atmospheric CO2 and climatic increases in H2O and temperature—
results in increased plant biomass with lower foliar nutrient
concentrations, including nitrogen (30, 31) and micronutrients
(32) that inhibit insect abundance (33). Prior work on ND has
focused on declines in the nutrient content of crops, raising
concerns for the future of Earth’s human food supply (32, 34).
However, a review of meta-analyses of elevated CO2 experi-
ments and changes in plant elemental nutrient concentrations
over the past century reveals this to be a widespread phenome-
non (S1 Appendix, Table S1). Of the 115 plant responses in-
cluded in the 24 studies reviewed, 85 (74%) declined in macro- or
microelemental nutrient concentrations. Declines occurred for
many of the elements essential for animal life, including Ca, Co,
Cu, Fe, I, K, Mg, Mn, N, Na, P, S, Se, and Zn. Additionally, all
studies found evidence that increasing atmospheric CO2 de-
creased noncarbon elemental nutrient concentrations for at least
some plant taxa (S1 Appendix, Table S1) and nonsignificant re-
sults on this topic may be due to low sample sizes (34). Insect
herbivores already face the challenge of bioaccumulating es-
sential elements like N, P, and Na that are lower in plant tissue
than animal tissue; even incremental decreases in plant nutrients
can decrease insect performance (27, 35). Insect herbivores often
respond to experimentally elevated CO2 with increased plant

Significance

Parsing variation in long-term patterns underlying insect
abundances and assigning mechanisms are critical in light of
recent reports of dramatic insect declines. Grasshopper abun-
dances in a North American prairie exhibited both 5-y cycles
and >2%/y declines over the past 20 y. Large-scale climate
oscillations predicted the cycles in grasshopper abundances.
Moreover, plant biomass doubled over the same period—likely
due to changes in climate and increasing atmospheric CO2—

diluting the concentrations in plant tissue of key nutrients
which in turn predicted the declines of a dominant herbivore.
Nutrient dilution, like CO2 enrichment, is likely a global phe-
nomenon, posing a challenge to Earth’s herbivore populations.
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Evidence for global insect declines mounts, increasing our need to
understand underlying mechanisms. We test the nutrient dilution
(ND) hypothesis—the decreasing concentration of essential die-
tary minerals with increasing plant productivity—that particularly
targets insect herbivores. Nutrient dilution can result from in-
creased plant biomass due to climate or CO2 enrichment. Addition-
ally, when considering long-term trends driven by climate, one
must account for large-scale oscillations including El Niño Southern
Oscillation (ENSO), North Atlantic Oscillation (NAO), and Pacific
Decadal Oscillation (PDO). We combine long-term datasets of
grasshopper abundance, climate, plant biomass, and end-of-season
foliar elemental content to examine potential drivers of abundance
cycles and trends of this dominant herbivore. Annual grasshopper
abundances in 16- and 22-y time series from a Kansas prairie
revealed both 5-y cycles and declines of 2.1–2.7%/y. Climate cycle
indices of spring ENSO, summer NAO, and winter or spring PDO
accounted for 40–54% of the variation in grasshopper abundance,
mediated by effects of weather and host plants. Consistent with
ND, grass biomass doubled and foliar concentrations of N, P, K,
and Na—nutrients which limit grasshopper abundance—declined
over the same period. The decline in plant nutrients accounted for
25% of the variation in grasshopper abundance over two decades.
Thus a warming, wetter, more CO2-enriched world will likely con-
tribute to declines in insect herbivores by depleting nutrients from
their already nutrient-poor diet. Unlike other potential drivers of
insect declines—habitat loss, light and chemical pollution—ND
may be widespread in remaining natural areas.

insect decline | global change | grasshopper | Acrididae | grassland

As studies of insect declines in abundance and diversity ac-
cumulate (e.g., refs. 1–5), two challenges are emerging. The

first is conclusively measuring the declines, given that data can be
noisy (6), are commonly inferred from sites initially selected for
high abundances (7), and are often limited to a comparison of
two snapshots (e.g., refs. 1, 5, and 8–12) when long time series
are needed (13, 14). The second is identifying the drivers of these
global declines among candidates such as global heating, light
pollution, invasive species, pesticides, pollutants, and habitat loss
due to urban expansion and agricultural intensification (15). We
address both challenges using a long-term, high-resolution survey
of grasshopper abundances in a North American prairie.
A key step in quantifying insect declines is parsing the climate

drivers that act at different timescales toward effectively sepa-
rating cycles from long-term trends. Among these, and particu-
larly germane to the 20–30-y records that dominate the insect
decline literature (e.g., refs. 4 and 16–19), are large-scale climate
oscillations including the El Niño Southern Oscillation (ENSO),
the North Atlantic Oscillation (NAO), and the Pacific Decadal
Oscillation (PDO). Climate oscillations control weather patterns
(20), indirectly driving primary productivity (21), and varying
production of higher trophic levels including fish, mammals, birds, and
insects (22–26). Climate cycles can drive insect abundances by influ-
encing the timing and amount of temperature and precipitation, al-
tering plant quantity and quality, including via nutrient dilution (27–29).

In addition to assessing cycles and temporal trends, we ex-
amine the nutrient dilution (ND) hypothesis as a potentially
potent mechanism for insect declines. ND posits that increased
carbohydrate production by primary producers—due to elevated
atmospheric CO2 and climatic increases in H2O and temperature—
results in increased plant biomass with lower foliar nutrient
concentrations, including nitrogen (30, 31) and micronutrients
(32) that inhibit insect abundance (33). Prior work on ND has
focused on declines in the nutrient content of crops, raising
concerns for the future of Earth’s human food supply (32, 34).
However, a review of meta-analyses of elevated CO2 experi-
ments and changes in plant elemental nutrient concentrations
over the past century reveals this to be a widespread phenome-
non (S1 Appendix, Table S1). Of the 115 plant responses in-
cluded in the 24 studies reviewed, 85 (74%) declined in macro- or
microelemental nutrient concentrations. Declines occurred for
many of the elements essential for animal life, including Ca, Co,
Cu, Fe, I, K, Mg, Mn, N, Na, P, S, Se, and Zn. Additionally, all
studies found evidence that increasing atmospheric CO2 de-
creased noncarbon elemental nutrient concentrations for at least
some plant taxa (S1 Appendix, Table S1) and nonsignificant re-
sults on this topic may be due to low sample sizes (34). Insect
herbivores already face the challenge of bioaccumulating es-
sential elements like N, P, and Na that are lower in plant tissue
than animal tissue; even incremental decreases in plant nutrients
can decrease insect performance (27, 35). Insect herbivores often
respond to experimentally elevated CO2 with increased plant

Significance

Parsing variation in long-term patterns underlying insect
abundances and assigning mechanisms are critical in light of
recent reports of dramatic insect declines. Grasshopper abun-
dances in a North American prairie exhibited both 5-y cycles
and >2%/y declines over the past 20 y. Large-scale climate
oscillations predicted the cycles in grasshopper abundances.
Moreover, plant biomass doubled over the same period—likely
due to changes in climate and increasing atmospheric CO2—

diluting the concentrations in plant tissue of key nutrients
which in turn predicted the declines of a dominant herbivore.
Nutrient dilution, like CO2 enrichment, is likely a global phe-
nomenon, posing a challenge to Earth’s herbivore populations.
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L’érosion accélérée de la biodiversité se poursuit
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Les communautés changent NOVEL COMMUNITIES

Increased extinction in the emergence of novel
ecological communities
John M. Pandolfi1*†, Timothy L. Staples1†, Wolfgang Kiessling2

Environmental change is transforming ecological assemblages into new configurations, resulting in novel
communities. We developed a robust methodology to detect novel communities, examine patterns of
emergence, and quantify probabilities of local demographic turnover in transitions to and from novel
communities. Using a global dataset of Cenozoic marine plankton communities, we found that the
probability of local extinction, origination, and emigration during transitions to a novel community
increased two to four times that of background community changes. Although rare, novel communities
were five times more likely than chance to shift into another novel state. For marine plankton
communities at a 100,000-year time grain, novel communities were sensitive to further extinctions
and substantial community change.

P
rofound changes in the biodiversity of
global ecosystems (1, 2) are leading to
the formation of novel communities,
where species composition and diver-
sity are transformed into new, nonhis-

torical configurations with altered ecosystem
functions (3–6). Key factors driving novel com-
munity emergence include the rapid pace
of global climate change (7–9), breakdown of
biogeographic barriers, species invasions, and
ecosystem degradation (10–12). Here, we in-
troduce a reproducible, objective, and quanti-
tative approach to detect novel communities
from time series compositional data, apply
this approach to investigate the frequency
of emergence and transition probabilities of
community novelty over long temporal scales,
and explore the demographic processes that
influence the rise and fall of novel commu-
nity states.
The conceptual basis of novel ecosystems

spans multiple disciplines. For conservation
biologists, novel ecosystems contain historically
unprecedented combinations of species that are
driven by human agency, often with altered eco-
logical functions (3). The no-analog community
concept from plant paleoecology focuses on
the taxonomic composition or environmental
framework of past communities that are com-
positionally unlike any found today (13). A va-
riety of quantitative analytical approaches have
been used to understand how and why past
(13–16) or even future (4) vegetation dynam-
ics in focal ecosystems differ from the present.
Early emphasis on the role of novel climates
in ecological change (13, 17) has prompted
more recent robust quantitative investigation
of the geographic variation and temporal dis-

tribution of novel climates (8, 16), including
under various Representative Concentration
Pathway scenarios (18, 19).
We build on these previous approaches to

provide a new novelty-detection framework
(20) that accords with modern definitions
of novel ecosystems (3) and enables compar-
ative ecosystem approaches to understand
general trends, causes, and consequences of
novelty on a global scale. Our framework de-
fines novel communities as having two sig-

nals of compositional change: (i) rapid change
to (ii) an unprecedented state. We quantified
these by decomposing an ecological time se-
ries within a site into two sets of dissimilarity
scores (using the Jaccard index): a metric of
community change through time (rate of
change, called “instantaneous dissimilarity”)
(Fig. 1, A and D) and the smallest dissim-
ilarity to any past composition (community
novelness, called “cumulative dissimilarity”)
(Fig. 1, A and C). We classified communities
as novel only where these observed dissim-
ilarities exceeded expectations, generated
for each time series using parametric spline-
based models (20). These models estimated
average dissimilarities (Fig. 1B, dashed lines)
that could increase or decrease along the
time series, meaning that novelty was assessed
relative to local windows of time. Novelty oc-
curred where observed dissimilarities exceeded
95% predictive intervals of expectations (Fig.
1B, gray shading). This resulted in four possible
community states: faster-than-expected com-
munity turnover (“instantaneous novelty,” I), a
community state more distinct than expected
from any prior state (“cumulative novelty,”
C), coincident instantaneous and cumulative
novelty (“novel community,” N), and “back-
ground communities” (B) that lacked novelty
(Fig. 1B) (20).
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Fig. 1. Description of novel community
detection, showing the time-ordered,
space-restricted nature of our framework.
(A) Calculation of instantaneous (pairwise
dissimilarities; red) and cumulative (smallest
dissimilarity to any past state; blue)
dissimilarity in a compositional time series.
(B) Mean expected dissimilarities (dashed
lines) obtained from generalized additive
models for a single time series. Observed
dissimilarities (red and blue lines) were calculated
for 100,000-year sampling bins. Gray shading
indicates the upper and lower 95% predictive
boundary. Bins that exceeded the upper
boundary were classified as either instanta-
neous novelty (I, in red) or cumulative
novelty (C, in blue; y axis is inverted); bins
classified as both were considered to be
true novel communities (N, in orange); and bins
not classified as I, C, or N are background
states (B, in gray). (C and D) Examples of (C)
cumulative and (D) instantaneous novelty test
projected on ordination axes. Points are time
series sampling bins (in direction of arrows);
square points indicate two example target
compositions, but novelty framework tests were
applied to all time series points. Target points are
colored where observed dissimilarities (Cobs and
Iobs, respectively) exceed 95% predictive intervals
(radii of gray circles and Ccrit and Icrit, respec-
tively). Gray circle radii are equivalent to the
upper edge of grey predictive regions in (B).
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We build on these previous approaches to

provide a new novelty-detection framework
(20) that accords with modern definitions
of novel ecosystems (3) and enables compar-
ative ecosystem approaches to understand
general trends, causes, and consequences of
novelty on a global scale. Our framework de-
fines novel communities as having two sig-
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to (ii) an unprecedented state. We quantified
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ries within a site into two sets of dissimilarity
scores (using the Jaccard index): a metric of
community change through time (rate of
change, called “instantaneous dissimilarity”)
(Fig. 1, A and D) and the smallest dissim-
ilarity to any past composition (community
novelness, called “cumulative dissimilarity”)
(Fig. 1, A and C). We classified communities
as novel only where these observed dissim-
ilarities exceeded expectations, generated
for each time series using parametric spline-
based models (20). These models estimated
average dissimilarities (Fig. 1B, dashed lines)
that could increase or decrease along the
time series, meaning that novelty was assessed
relative to local windows of time. Novelty oc-
curred where observed dissimilarities exceeded
95% predictive intervals of expectations (Fig.
1B, gray shading). This resulted in four possible
community states: faster-than-expected com-
munity turnover (“instantaneous novelty,” I), a
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from any prior state (“cumulative novelty,”
C), coincident instantaneous and cumulative
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Fig. 1. Description of novel community
detection, showing the time-ordered,
space-restricted nature of our framework.
(A) Calculation of instantaneous (pairwise
dissimilarities; red) and cumulative (smallest
dissimilarity to any past state; blue)
dissimilarity in a compositional time series.
(B) Mean expected dissimilarities (dashed
lines) obtained from generalized additive
models for a single time series. Observed
dissimilarities (red and blue lines) were calculated
for 100,000-year sampling bins. Gray shading
indicates the upper and lower 95% predictive
boundary. Bins that exceeded the upper
boundary were classified as either instanta-
neous novelty (I, in red) or cumulative
novelty (C, in blue; y axis is inverted); bins
classified as both were considered to be
true novel communities (N, in orange); and bins
not classified as I, C, or N are background
states (B, in gray). (C and D) Examples of (C)
cumulative and (D) instantaneous novelty test
projected on ordination axes. Points are time
series sampling bins (in direction of arrows);
square points indicate two example target
compositions, but novelty framework tests were
applied to all time series points. Target points are
colored where observed dissimilarities (Cobs and
Iobs, respectively) exceed 95% predictive intervals
(radii of gray circles and Ccrit and Icrit, respec-
tively). Gray circle radii are equivalent to the
upper edge of grey predictive regions in (B).
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ARTICLE

Meta-analysis of multidecadal biodiversity trends
in Europe
Francesca Pilotto et al.#

Local biodiversity trends over time are likely to be decoupled from global trends, as local

processes may compensate or counteract global change. We analyze 161 long-term biological

time series (15–91 years) collected across Europe, using a comprehensive dataset comprising

~6,200 marine, freshwater and terrestrial taxa. We test whether (i) local long-term biodi-

versity trends are consistent among biogeoregions, realms and taxonomic groups, and (ii)

changes in biodiversity correlate with regional climate and local conditions. Our results reveal

that local trends of abundance, richness and diversity differ among biogeoregions, realms and

taxonomic groups, demonstrating that biodiversity changes at local scale are often complex

and cannot be easily generalized. However, we find increases in richness and abundance with

increasing temperature and naturalness as well as a clear spatial pattern in changes in

community composition (i.e. temporal taxonomic turnover) in most biogeoregions of

Northern and Eastern Europe.
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terrestrial invertebrate time series in our dataset are derived). Our
results, based on data with larger spatial, temporal and taxonomic
coverage, and finer temporal resolution, corroborate recent
reports of worldwide declines of local terrestrial insect commu-
nities31–33.

Several studied biogeoregions, realms and biotic groups
showed no significant trends in biodiversity metrics. Other

studies on local changes in biodiversity also detected no overall
changes5,22,34 in apparent contradiction to the documented
global-scale biodiversity loss (e.g. IPBES4). However, the extinc-
tion of rare species, by definition, is often restricted to the very
few local places where these species occur and may thus go
undetected in large extent quantitative studies35. Furthermore,
the loss of specialist taxa could be compensated locally by the
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Common insecticide disrupts aquatic communities: 
A mesocosm-to-field ecological risk assessment 
of fipronil and its degradates in U.S. streams
Janet L. Miller1*, Travis S. Schmidt2*†, Peter C. Van Metre3, Barbara J. Mahler3,  
Mark W. Sandstrom4, Lisa H. Nowell5, Daren M. Carlisle6, Patrick W. Moran7

Insecticides in streams are increasingly a global concern, yet information on safe concentrations for aquatic 
ecosystems is sparse. In a 30-day mesocosm experiment exposing native benthic aquatic invertebrates to the 
common insecticide fipronil and four degradates, fipronil compounds caused altered emergence and trophic 
cascades. Effect concentrations eliciting a 50% response (EC50) were developed for fipronil and its sulfide, sulfone, 
and desulfinyl degradates; taxa were insensitive to fipronil amide. Hazard concentrations for 5% of affected 
species derived from up to 15 mesocosm EC50 values were used to convert fipronil compound concentrations in 
field samples to the sum of toxic units (∑TUFipronils). Mean ∑TUFipronils exceeded 1 (indicating toxicity) in 16% of 
streams sampled from five regional studies. The Species at Risk invertebrate metric was negatively associated 
with ∑TUFipronils in four of five regions sampled. This ecological risk assessment indicates that low concentrations 
of fipronil compounds degrade stream communities in multiple regions of the United States.

INTRODUCTION
Although the production of synthetic chemicals has increased greatly 
in recent decades, the effect of these chemicals on nontarget eco-
systems is underappreciated (1). There are no data on agricultural 
insecticides in the surface waters that drain 90% of global croplands, 
but where data are available, insecticides exceed regulatory thresh-
olds half the time (2). A meta-analysis focusing on agricultural in-
secticides in surface waters of the United States found that 70% of 
sampled locations had at least one insecticide that exceeded a regu-
latory threshold (3). However, these meta-analyses (2, 3) focused only 
on surface waters influenced by agricultural land uses and are com-
pilations of discrete studies. Pesticides, especially insecticides, also 
occur at high concentrations in streams draining urban landscapes 
(4). Comprehensive assessments of pesticides in surface waters 
draining agricultural and urban landscapes are rare; thus, it is un-
known whether pesticides are a large-scale risk to surface water re-
sources and their ecological integrity.

Phenylpyrazoles and neonicotinoids accounted for one-third of 
the global insecticide market in 2010 (5). In surface waters of the 
United States, fipronil and its degradates (phenylpyrazoles) are among 
the most common pesticide compounds detected, often at concen-
trations that exceed aquatic life benchmarks (6–8). Although neonico-
tinoids receive attention because of their effects on bees and birds 
and their ubiquity (9), fipronil is more toxic to fish and birds (10), 
and other phenylpyrazoles have known herbicidal effects (5). 
Fipronil is a systemic insecticide used to control insect pests in urban 

and agricultural settings. In the United States, Japan, and Great 
Britain, fipronil use has increased substantially since its introduc-
tion on the world market in 1993 (5). In the United States, fipronil 
is used to control ants and termites and is applied to crops including 
corn (including seed treatment), potatoes, and orchards (11, 12). 
Agricultural use of fipronil in the United States peaked in 2002 (13), 
and although there are no national urban-use data available, urban 
use in California peaked in 2006 and 2015 (https://calpip.cdpr.ca.
gov/main.cfm, accessed 2 December 2019). Although fipronil has 
been found in high concentrations (6.41 mg/liter) in streams of 
some agricultural areas with high application rates (14), urban 
streams across the United States typically have more detections and 
greater concentrations than agricultural streams, with storm events 
being positively correlated with detection (6, 7, 14–17).

Fipronil enters aquatic ecosystems with runoff or by leaching from 
soils into streams (7, 14, 18). Fipronil has low volatility (Henry’s law 
constant of 2.31 × 10−4 Pa m3 mol−1), has low-to-moderate water 
solubility (3.78 mg/liter at 20°C), has moderate hydrophobicity (log 
Kow of 3.9 to 4.1), is slightly mobile in soils (log Koc of 2.6 to 3.1) 
(12, 19), and exhibits low-to-moderate persistence in the environment 
(20). Fipronil degrades via photolysis, oxidation, pH-dependent 
hydrolysis, and reduction to form four principal degradates: 
desulfinylfipronil (desulfinyl), fipronil sulfone (sulfone), fipronil 
amide (amide), and fipronil sulfide (sulfide). The fipronil degra-
dates tend to be more stable and persistent than the parent com-
pound (21, 22).

The toxicity of fipronil and its degradates to nontarget species, 
such as aquatic invertebrates, is well documented (14, 15). Fipronil 
is a neurotoxic compound that interferes with the passage of chloride 
ions through the g-aminobutyric acid-regulated chloride channel 
in insects, leading to hyperexcitation and mortality at sufficient 
concentrations (20). Fipronil displays selective toxicity, whereby it 
has a greater receptor-binding affinity for insects than mammals 
(23). Fipronil degradates vary in their insecticidal activity, with sulfone 
and sulfide having similar or greater toxicity to freshwater inverte-
brates than the parent compound, desulfinyl being intermediate in 
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Common insecticide disrupts aquatic communities: 
A mesocosm-to-field ecological risk assessment 
of fipronil and its degradates in U.S. streams
Janet L. Miller1*, Travis S. Schmidt2*†, Peter C. Van Metre3, Barbara J. Mahler3,  
Mark W. Sandstrom4, Lisa H. Nowell5, Daren M. Carlisle6, Patrick W. Moran7

Insecticides in streams are increasingly a global concern, yet information on safe concentrations for aquatic 
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species derived from up to 15 mesocosm EC50 values were used to convert fipronil compound concentrations in 
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of fipronil compounds degrade stream communities in multiple regions of the United States.
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changes are due to direct human impact, indirect effects (see e.g.,
Didham et al.47, in the context of biological invasions) or recovery
processes48.

Our model results showing positive correlations of temperature
and naturalness with richness and abundance trends are

consistent with other studies, e.g.14,25. However, we could also
identify a combined effect of naturalness and temperature on
abundance, richness and turnover trends. More specifically, and
counterintuitive to common expectation, we found that sites
considered to be in a less natural state are those experiencing the
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Les résultats révèlent que les 
tendances locales d'abondance, 
de richesse et de diversité 
diffèrent selon les biogéorégions, 
les domaines  et les groupes 
taxonomiques : les changements 
de biodiversité à l'échelle locale 
sont souvent complexes et ne 
peuvent pas être facilement 
généralisés. 

On constate une augmentation 
de la richesse et de l'abondance 
avec l'augmentation de la 
température et de la naturalité, 
ainsi qu’un patron spatial clair de 
changements dans la 
composition des communautés (=  
renouvellement taxonomique 
temporel) dans la plupart des 
biogéorégions d'Europe du Nord 
et de l'Est.



L’érosion accélérée de la biodiversité se poursuit

6

Les communautés changent
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Accelerating homogenization of the global 
plant–frugivore meta-network

Evan C. Fricke1ಞᅒ & Jens-Christian Svenning2,3

Introductions of species by humans are causing the homogenization of species 
composition across biogeographic barriers1–3. The ecological and evolutionary 
consequences of introduced species derive from their e!ects on networks of species 
interactions4,5, but we lack a quantitative understanding of the impacts of introduced 
species on ecological networks and their biogeographic patterns globally. Here we 
address this data gap by analysing mutualistic seed-dispersal interactions from 410 
local networks, encompassing 24,455 unique pairwise interactions between 1,631 
animal and 3,208 plant species. We show that species introductions reduce 
biogeographic compartmentalization of the global meta-network, in which nodes are 
species and links are interactions observed within any local network. This 
homogenizing e!ect extends across spatial scales, decreasing beta diversity among 
local networks and modularity within networks. The prevalence of introduced 
interactions is directly related to human environmental modi"cations and is 
accelerating, having increased sevenfold over the past 75 years. These dynamics alter 
the coevolutionary environments that mutualists experience6, and we "nd that 
introduced species disproportionately interact with other introduced species. These 
processes are likely to amplify biotic homogenization in future ecosystems7 and may 
reduce the resilience of ecosystems by allowing perturbations to propagate more 
quickly and exposing disparate ecosystems to similar drivers. Our results highlight 
the importance of managing the increasing homogenization of ecological 
complexity.

Natural barriers to dispersal underlie differences in species composi-
tion across biogeographic regions8,9. Accelerating trade and transpor-
tation are breaking down these barriers, increasing the prevalence of 
species introductions over time3 and causing the homogenization of 
the species composition across historical biogeographic regions1,2. 
The ecological network approach provides tools to understand the 
ecological and evolutionary consequences of introduced species within 
individual ecosystems6,10. However, the global scope of the impacts 
of introduced species on ecological networks and their biogeographic 
patterns remain unquantified.

A key plant–animal mutualism involves fleshy-fruited plants and 
the animals that disperse their seeds11. This plant–frugivore mutu-
alism shapes biodiversity within and among ecosystems12,13, and its 
coevolution has driven the diversification of species and their traits14,15. 
Animal-mediated dispersal of seeds is influenced by drivers of global 
change that include defaunation, species invasion and habitat fragmen-
tation16. In particular, declines of large vertebrates have been linked 
to declines in plant populations and have redirected the evolution 
of traits17–19. Introduced species have invaded local plant–frugivore 
networks5 and in some ecosystems largely replaced network roles that 
were missing owing to the loss of native species10. Animal-mediated 
seed dispersal also affects how ecosystems respond to global change; 

roughly half of all plant species depend on movement by animals for 
the range shifts required to keep pace with climate change20,21. Hence, 
anthropogenic impacts on plant–frugivore networks will shape the 
trajectory of future terrestrial ecosystems, highlighting the importance 
of research to understand the severity of these impacts.

To develop a quantitative understanding of the impacts of species 
introductions on the plant–frugivore mutualism globally, we assem-
bled network data from the literature. The data derive from 410 local 
networks in which plant–frugivore interactions were observed at a 
given location and temporal period, typically by directly observing 
animals foraging or by recovering seeds from captured animals. In 
the local bipartite networks, each node represents a plant or animal 
species, and edges represent the observation of a pairwise interaction. 
We considered only plants and animals identified to the species level, 
resolved naming issues and incorporated taxonomic revisions that 
have occurred since the data were collected. This approach identified 
24,455 unique interactions between species pairs that involved 1,631 
animal and 3,208 plant species. Three-quarters of the reported interac-
tions were with birds, and the remainder were mostly with mammals, 
primarily bats and primates; only 1% of interactions involved lizards, 
tortoises or fish. By combining these interaction data with data on the 
native or introduced status of plants and animals at the study locations, 
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we were able to assess introduced interactions in which either the plant 
or animal was an introduced species. By assessing shared species-level 
nodes between local networks, we constructed global meta-networks 
encompassing all species and the interactions between them observed 
at any study location.

To assess how species introductions have altered biogeographic 
network signatures, we compared a meta-network constructed using 
local networks from which introduced species were removed (that is, 
with only native interactions; Fig. 1a) to the meta-network constructed 
using all interactions observed within the local networks (Fig. 1b). As 
in similar analyses focused on species composition2, we avoid biases 
due to heterogeneous sampling coverage by interpreting relative dif-
ferences between patterns observed with and without anthropogenic 
introductions. When only native interactions were considered(Fig. 1a), 
clear biogeographic compartmentalization of the global meta-network 
emerged, even with no spatial data having entered the analysis, broadly 
mirroring historical bioregions that have commonly been identified 
through the assessment of species occurrence9 (Fig. 1c). This applica-
tion of ecological network data recapitulates the importance of histori-
cal dispersal barriers to biogeographic patterns9 and demonstrates 
the degree of biotic connectivity across regions, which is likely to have 
influenced spatial heterogeneity in plant–frugivore coevolution across 

deep temporal scales22. In the observed meta-network, interactions with 
introduced species blurred these natural biogeographic patterns, sig-
nificantly reducing compartmentalization among bioregions (Fig. 1b; 
bootstrapped z = 4.03, P = 5.5 × 10−5). Comparing the native-only and 
observed meta-networks to meta-networks simulated under a null 
model reflecting complete homogenization of interactions within 
biomes indicated that introduced interactions have decreased bio-
geographic compartmentalization by 8.5% (Extended Data Fig. 1). This 
loss of a biogeographic pattern is not explained by the lower number of 
interactions in the native-only meta-network, as repeating the analy-
sis using a null model that randomly removed interactions from the 
observed meta-network to reduce the number of interactions to that 
for the native-only network yielded modularity values that were similar 
to those in the observed meta-network (Extended Data Fig. 1; boot-
strapped z = 0.15, P = 0.88). These results indicate that species intro-
ductions are eroding the natural signatures of biogeography across 
the global plant–frugivore meta-network.

Species introductions are causing the meta-network to exhibit 
‘small world’ properties23. Introduced interactions have reduced the 
degrees of separation between any two plant and animal nodes in the 
connected component of the meta-network from roughly seven to five 
on average (Fig. 1d). This increased the closeness centrality of species 
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interactions than in the native-only meta-network. Points represent species; 
line and shading show standardized major-axis regression fit and confidence 
interval.

Interactions originelles Interactions originelles et 
introduites

Les introductions d'espèces provoquent 
l'homogénéisation de la composition des 
espèces à travers les barrières 
biogéographiques. 
Les conséquences écologiques et évolutives 
des espèces introduites découlent de leurs 
effets sur les réseaux d'interactions entre 
espèces, mais on manque d’une 
compréhension quantitative des impacts des 
espèces introduites sur les réseaux 
écologiques et leurs patrons biogéographiques 
dans le monde.
Les introductions d'espèces réduisent la 
compartimentation biogéographique du méta-
réseau mondial, dans lequel les nœuds sont 
des espèces et les liens sont des interactions 
observées au sein de tout réseau local. 
Cet effet d'homogénéisation s'étend à toutes 
les échelles spatiales, diminuant la diversité 
bêta parmi les réseaux locaux et la modularité 
au sein des réseaux. La prévalence des 
interactions introduites est directement liée 
aux modifications de l'environnement humain 
et s'accélère, ayant été multipliée par sept au 
cours des 75 dernières années. 

Ces dynamiques modifient les environnements 
co-évolutifs que connaissent les espèces 
mutualistes.



L’érosion accélérée de la biodiversité se poursuit
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Les communautés changent

Instead we consider it likely that climate
changes experienced at the site have contrib-
uted to this shift in reproduction. Global
warming has caused minimum daily temper-
ature to increase, on average, by 0.25°C per
decade at Lopé (23), whichmay be a key factor
in reduced reproduction for some tree species
that rely on a critical minimum temperature
to trigger flowering (18). Rainfall has simulta-
neously decreased at the site by 75 mm per
decade (23); thus, all tree species might be
suffering because of water stress (24).
Given the decline in fruit since 1986, it is

likely that fruit-dependent wildlife—such as
forest elephants, great apes, monkeys, and
many bird species—has been affected. Long-
term population data are not available for these
species at Lopé. Other measures of popula-
tion health, such as body condition, can be
used to gauge population responses to envi-
ronmental change over relatively short periods.
Forest elephants, the largest frugivores in the
ecosystem (9), have been consistently photo-
graphed by researchers and visitors to the
site since the late 1990s, resulting in a large
photographic database (>80,000 photos). We
used this database to evaluate annual and

seasonal trends in the external body condi-
tion of forest elephants between 1997 and
2018, hypothesizing that elephant body con-
dition has declined along with reduced food
availability. Elephant body condition in photos
was scored systematically by means of a
custom-built web application and user inter-
face (22). Scorers (n = 6 individuals) did not
have access to the time and date of photo-
graphs, nor to the research question and hy-
pothesis. Scoring effort (number of photos
viewed per scorer) varied, but we found high
agreement among scorers who used a stand-
ardized test database (mean intraclass corre-
lation coefficient of 0.89, n = 200 photos). A
total of 2823 photos met the strict image-
quality criteria for scoring, and we used lin-
ear mixed effects models (LMMs) to quantify
changes in elephant body condition (account-
ing for elephant age) over the full 21-year
period, as well as separately for the first 11 years
(1997 to 2007) and last 11 years (2008 to 2018)
of data.
We detected long-term declines in forest

elephant body condition at Lopé (LMM). For
the period between 1997 and 2018, mean body
condition of the population declined by 5.0%

for all age classes. However, uncertainty was
high, ranging from a small improvement in
body condition to a large decline [LMM; 95%
confidence interval (CI) = +0.9 to −11.2%; table
S6]. The change was most pronounced in the
second half of the time period (2008–2018)
when body condition declined, on average,
by 11.1% (LMM; 95% CI = −4.3 to −15.6%;
Fig. 2A and table S6). Body condition varied
seasonally in the first half of the time period
(1997–2007), appearing to track fruit availa-
bility (dipping in June and peaking after the
long dry season) without any obvious lag at the
monthly resolution of this analysis (Fig. 1B).
The sharp drop in body condition in November
during 1997–2007 was inconsistent with fruit
availability, but closer inspection of the data
indicated that this finding was highly in-
fluenced by one very thin individual (body
condition score = 2), recorded in November
1999, out of only three photos available for this
calendar month during this period (table S7).
In the 2008–2018 period, the peak in body
condition after the long dry season had dis-
appeared (Fig. 2B and table S6). However,
the sparse data for 1997–2007 and high un-
certainty in the CIs for seasonality in body
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Fig. 1. Changes in ripe fruit encounters and availability from 1986 to
2018 at Lopé National Park, Gabon. (A) Results from analysis with a
binomial GLMM (table S4), showing the change in probability of
encountering ripe fruit over time for any given tree in any given month
(solid lines) and 95% CIs (dashed lines). Summed raw data are
plotted in fig. S1. (B) Interannual changes in ripe fruit availability for
all species monitored consistently throughout the time period. Fruit
availability is calculated as a proportion of maximum theoretical fruit
availability; ripe fruit availability equals 1 when all trees in a subset have
100% canopy cover of ripe fruit for 12 months in a year. (C) Results
from analysis with a binomial GLMM (table S4), showing the seasonal
change in probability of encountering ripe fruit for any given tree in each
calendar month contrasted for the years 1987 and 2017 (points and solid
lines) and accompanying 95% CIs (dashed vertical lines).
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condition mean that comparisons between
the early and late time periods should be
made with caution (tables S6 and S7).
It is not known whether the changes ob-

served in body condition in this study have
affected forest elephant population health or
dynamics in the study area. However, studies
of African savanna elephants show that envi-
ronmental stressors can have substantial long-
term consequences for both individual fitness
and population dynamics, with reproductive
females and calves particularly affected (25).
Reduced food availability could also act in sy-
nergy with other factors (such as disease) to
magnify negative physiological consequences
(table S8). Although the biological mechanisms
and consequences of declining body condition
are unclear at this point, the effects on forest
elephant populations across the region are un-
likely to be benign, particularly when coupled
with illegal hunting, habitat loss, and habitat
degradation (3).
These declines in both plant reproduction

and elephant body condition are indicative of
system-wide change and are expected to have
disproportionate impacts on the functioning
and metabolism of the ecosystem. A reduc-
tion or displacement of historic populations
of large frugivores in this region, along with
diminished availability of seeds, could lead to
collapse of seed dispersal (8), landscape-level
shifts in habitat structure (26), reduction of
carbon stocks (27), and potential for increased
competition with humans for food (28). How-
ever, long-lived plant and animal species are
able to buffer environmental change to a cer-
tain extent (1), and the broad diet of forest
elephants (9) means that alternative food
sources could offer some relief. Nonethe-

less, environmental stress can have lifelong
negative impacts on elephant survival and
fitness (25), and the impacts of these changes
should be closely monitored.
The long-term plant and animal datasets

presented here are rare for the tropics, and it
is possible that such changes may be occur-
ring elsewhere, undocumented. These data
serve as a reminder that even where direct
human pressures are low, plant and animal
communities may not be protected from the
creeping influences of the Anthropocene. Co-
ordinated international efforts to relieve direct
human pressures and to halt and reverse cli-
mate change will be critical to saving the re-
maining megafauna and megaflora of the
African tropics and preserving their special-
ized roles in the functioning of our biosphere.
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Fig. 2. Long-term and seasonal changes in elephant body condition from 1997 to 2018 at Lopé National
Park, Gabon. (A) Change in elephant body condition from 2008 to 2018. Mean change (solid line) and 95% CIs
(dashed lines) are from analysis with a LMM (table S6). Example images of different elephant body condition
scores are shown at left; see fig. S4 for enlarged images. (B) Mean monthly elephant body condition
and 95% CIs from analysis with LMMs (table S6) for the periods from 1997 to 2007 (no data for
January and December) and from 2008 to 2018.
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Évolution des rencontres et de la disponibilité des fruits 
mûrs de 1986 à 2018 au Parc National de la Lopé, au Gabon.

Changements à long terme et saisonniers de l'état corporel des 
éléphants de 1997 à 2018 au Parc National de la Lopé, au Gabon..

TROPICAL FOREST

Long-term collapse in fruit availability threatens
Central African forest megafauna
Emma R. Bush1,2*†, Robin C.Whytock1,3*†, Laila Bahaa-el-din4, Stéphanie Bourgeois3, Nils Bunnefeld1,
Anabelle W. Cardoso5,6, Jean Thoussaint Dikangadissi3, Pacôme Dimbonda3, Edmond Dimoto3,
Josué Edzang Ndong3, Kathryn J. Jeffery1, David Lehmann3, Loïc Makaga3, Brice Momboua3,
Ludovic R.W. Momont7, Caroline E. G. Tutin1, Lee J. T. White1,8,9, Alden Whittaker10, Katharine Abernethy1,9

Afrotropical forests host much of the world’s remaining megafauna, although these animals are confined
to areas where direct human influences are low. We used a rare long-term dataset of tree reproduction
and a photographic database of forest elephants to assess food availability and body condition of an
emblematic megafauna species at Lopé National Park, Gabon. Our analysis reveals an 81% decline in
fruiting over a 32-year period (1986–2018) and an 11% decline in body condition of fruit-dependent
forest elephants from 2008 to 2018. Fruit famine in one of the last strongholds for African forest
elephants should raise concern about the ability of this species and other fruit-dependent megafauna to
persist in the long term, with potential consequences for broader ecosystem and biosphere functioning.

T
he largest plants and animals on the
planet are disproportionately important
for the metabolism and functioning of
our ecosystems (1). However, they are
also more susceptible to extinction (2),

and “global downsizing” through loss ofmega-
fauna and megaflora is likely to have nega-
tive consequences for the biosphere (1). The
African tropics are home to much of the
world’s remaining wild megafauna, but even
here they are mainly confined to areas where
direct human influences are low (3, 4). Secur-
ing the future of these megafauna populations
will depend on our ability to protect against
human threats, such as habitat loss and hunt-
ing for international trade (5, 6), as well as to
maintain the health and productivity of the
habitats that support these species. The creep-
ing influence of the Anthropocene means that
rapid climate and atmospheric changes will
be felt even where direct human pressures are
low, with potential for far-reaching impacts on
habitats and species (7). Detecting, quantifying,
and understanding changes to the health and
functioning of the remaining safe havens for
threatened megafauna should be a key conser-
vation priority during this time of rapid change.
In this study,weused a rare long-termdataset of
plant reproduction and a photographic database
of forest elephants to assess food availability
and body condition of an emblematic species of
megafauna within a Central African rainforest.
Fruit is a keystone resource for many of the

African megafauna (8–10). Fruit production is
highly dependent on climatic cues, and there
is abundant evidence that climate change has
already caused shifts in the timing of plant
reproduction in temperate regions (11–13). Data
on reproduction of tropical plants are generally
scarce or have not been recorded for long
enough to track such changes (14). However,
tropical plants will be affected by climate
change, and changes in tropical tree reproduc-

tion have been detected at several sites for
which long-term data are available (15–17). The
mechanistic causes of these changes are not
universal and are mostly unknown. The criti-
cal minimum temperature hypothesis describes
how, in some Afrotropical plant species, flow-
ering is not triggered until temperatures drop
below a certain threshold (18). For these spe-
cies, we would expect reproduction to be cued
less often as temperatures rise.
Lopé National Park, Gabon, is a nationally

designated protected area and a UNESCO
(United Nations Educational, Scientific and
Cultural Organization) World Heritage site
and is a relative safe haven for Central African
megafauna, such as great apes and forest ele-
phants (3, 4, 19). It also hosts the longest con-
tinuous study of tropical tree phenology in
Africa (20). From 1986 to the present, re-
searchers at the site have monitored tree spe-
cies that are important to the diet of gorillas,
chimpanzees, and elephants. Once a month,
focal tree crowns are observed from the ground
(via binoculars), and the proportions of each
canopy that are covered with flowers, fruit,
and leaves are recorded (21). We used these
data to quantify changes in the probability of
encountering flowers, unripe fruit, and ripe
fruit for 73 species over a 32-year period
(1986–2018; n = 260,431 monthly crown ob-
servations, n = 2007 focal tree crowns; tables
S1 and S2), while accounting for individual
and species-level variation by using general-
ized linear mixed models (GLMMs) with a bi-
nomial error structure (22). We replicated this
analysis for a subset of species (n = 14 species)
that bear fruit previously identified as espe-
cially important in the diet of forest elephants
during a 30-month dung study and an 8-year
observational study of elephant diet at the site
(9). We also calculated a ripe fruit availability
score for each year as a proportion of maxi-
mum theoretical fruit availability (equivalent

to all trees of all species bearing 100% canopy
cover of ripe fruit for 12 months of the year) by
selecting species that had been monitored
continuously throughout the study period (n =
40 species) and, separately, a subset of these
species that are especially important compo-
nents of the elephant diet (n = 7 species).
We found that trees at Lopé are reproducing

less often and that the probability of encount-
ering flowers and fruit has declined signifi-
cantly over time (GLMM; tables S3 and S4 and
fig. S1). The average rate of encountering ripe
fruit for all species (n = 73) dropped from 1 in
every 10 trees in any given month in 1987 to
fewer than 1 in 50 by 2018, a substantial 80.9%
decline (Fig. 1A and table S4). Although there
was some variation between species, all spe-
cies declined except one (Dacryodes buettneri;
table S5 and fig. S2). Encounters of ripe fruit
important for elephants (n = 14) declined at
an even faster rate (−87.8%), from one in five
trees in 1987 to fewer than 1 in 40 in 2018
(Fig. 1A). A general reduction in fruit availa-
bility for species monitored throughout the
time period demonstrates that larger fruiting
events have not compensated for the dimi-
nished frequency of fruit encounters (Fig. 1B).
Availability of fruit important for elephants
dropped steeply between 2000 and 2003, and
the yields of the best years for fruit production
after 2004 were lower than those of the poor-
production years before 2000 (Fig. 1B). Al-
though the long dry season (June to September)
has always been a time of fruit scarcity (10),
historical seasonality in fruit availability has
disappeared in recent years, owing to a major
reduction in ripe fruit observed from October
to March, which was previously the season of
abundance (Fig. 1C).
Our results showing declines in the proba-

bility of encountering flowers and unripe fruit
(fig. S1) indicate that suppressed production of
ripe fruit is not primarily a pollination or fruit
maturation issue. Nor is it likely to be due to
any negative consequences of tree senescence,
because we removed trees that died or were
diseased prior to analysis and found no evi-
dence that tree size (as a proxy for tree age)
influenced reproduction over time (fig. S3).
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L’analyse révèle une baisse de 81% de la fructification sur 
une période de 32 ans (1986-2018) et une baisse de 11% 
de l'état corporel des éléphants de forêt tributaires des 
fruits de 2008 à 2018. 
La famine associée aux fruits dans l'un des derniers 
bastions de la forêt africaine pour les éléphants conduit à 
s'inquiéter de la capacité de cette espèce, et d'autres 
éléments de la mégafaune dépendants des fruits, à 
persister à long terme, avec des conséquences 
potentielles pour le fonctionnement plus large de 
l'écosystème et de la biosphère. 
Il est possible que de tels changements se produisent 
ailleurs, sans que cela soit documenté. 

Ces données rappellent que, même là où les pressions 
humaines directes sont faibles, les communautés 
végétales et animales peuvent ne pas être protégées des 
influences rampantes de l'Anthropocène.

Instead we consider it likely that climate
changes experienced at the site have contrib-
uted to this shift in reproduction. Global
warming has caused minimum daily temper-
ature to increase, on average, by 0.25°C per
decade at Lopé (23), whichmay be a key factor
in reduced reproduction for some tree species
that rely on a critical minimum temperature
to trigger flowering (18). Rainfall has simulta-
neously decreased at the site by 75 mm per
decade (23); thus, all tree species might be
suffering because of water stress (24).
Given the decline in fruit since 1986, it is

likely that fruit-dependent wildlife—such as
forest elephants, great apes, monkeys, and
many bird species—has been affected. Long-
term population data are not available for these
species at Lopé. Other measures of popula-
tion health, such as body condition, can be
used to gauge population responses to envi-
ronmental change over relatively short periods.
Forest elephants, the largest frugivores in the
ecosystem (9), have been consistently photo-
graphed by researchers and visitors to the
site since the late 1990s, resulting in a large
photographic database (>80,000 photos). We
used this database to evaluate annual and

seasonal trends in the external body condi-
tion of forest elephants between 1997 and
2018, hypothesizing that elephant body con-
dition has declined along with reduced food
availability. Elephant body condition in photos
was scored systematically by means of a
custom-built web application and user inter-
face (22). Scorers (n = 6 individuals) did not
have access to the time and date of photo-
graphs, nor to the research question and hy-
pothesis. Scoring effort (number of photos
viewed per scorer) varied, but we found high
agreement among scorers who used a stand-
ardized test database (mean intraclass corre-
lation coefficient of 0.89, n = 200 photos). A
total of 2823 photos met the strict image-
quality criteria for scoring, and we used lin-
ear mixed effects models (LMMs) to quantify
changes in elephant body condition (account-
ing for elephant age) over the full 21-year
period, as well as separately for the first 11 years
(1997 to 2007) and last 11 years (2008 to 2018)
of data.
We detected long-term declines in forest

elephant body condition at Lopé (LMM). For
the period between 1997 and 2018, mean body
condition of the population declined by 5.0%

for all age classes. However, uncertainty was
high, ranging from a small improvement in
body condition to a large decline [LMM; 95%
confidence interval (CI) = +0.9 to −11.2%; table
S6]. The change was most pronounced in the
second half of the time period (2008–2018)
when body condition declined, on average,
by 11.1% (LMM; 95% CI = −4.3 to −15.6%;
Fig. 2A and table S6). Body condition varied
seasonally in the first half of the time period
(1997–2007), appearing to track fruit availa-
bility (dipping in June and peaking after the
long dry season) without any obvious lag at the
monthly resolution of this analysis (Fig. 1B).
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during 1997–2007 was inconsistent with fruit
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1999, out of only three photos available for this
calendar month during this period (table S7).
In the 2008–2018 period, the peak in body
condition after the long dry season had dis-
appeared (Fig. 2B and table S6). However,
the sparse data for 1997–2007 and high un-
certainty in the CIs for seasonality in body
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Fig. 1. Changes in ripe fruit encounters and availability from 1986 to
2018 at Lopé National Park, Gabon. (A) Results from analysis with a
binomial GLMM (table S4), showing the change in probability of
encountering ripe fruit over time for any given tree in any given month
(solid lines) and 95% CIs (dashed lines). Summed raw data are
plotted in fig. S1. (B) Interannual changes in ripe fruit availability for
all species monitored consistently throughout the time period. Fruit
availability is calculated as a proportion of maximum theoretical fruit
availability; ripe fruit availability equals 1 when all trees in a subset have
100% canopy cover of ripe fruit for 12 months in a year. (C) Results
from analysis with a binomial GLMM (table S4), showing the seasonal
change in probability of encountering ripe fruit for any given tree in each
calendar month contrasted for the years 1987 and 2017 (points and solid
lines) and accompanying 95% CIs (dashed vertical lines).
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Cropland expansion in the United States produces
marginal yields at high costs to wildlife
Tyler J. Lark 1,2✉, Seth A. Spawn 1,2,3, Matthew Bougie1,2 & Holly K. Gibbs1,2,3

Recent expansion of croplands in the United States has caused widespread conversion of

grasslands and other ecosystems with largely unknown consequences for agricultural pro-

duction and the environment. Here we assess annual land use change 2008–16 and its

impacts on crop yields and wildlife habitat. We find that croplands have expanded at a rate of

over one million acres per year, and that 69.5% of new cropland areas produced yields below

the national average, with a mean yield deficit of 6.5%. Observed conversion infringed upon

high-quality habitat that, relative to unconverted land, had provided over three times higher

milkweed stem densities in the Monarch butterfly Midwest summer breeding range and 37%

more nesting opportunities per acre for waterfowl in the Prairie Pothole Region of the

Northern Great Plains. Our findings demonstrate a pervasive pattern of encroachment into

areas that are increasingly marginal for production, but highly significant for wildlife, and

suggest that such tradeoffs may be further amplified by future cropland expansion.

https://doi.org/10.1038/s41467-020-18045-z OPEN
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Several studies and federal reports have documented a
resurgence in conversion of grasslands and other natural
and semi-natural areas to row-crop production in the

United States (US) beginning in the mid-to-late 2000s1,2. The
initial timing of this cropland expansion (~2007–12) coincided
with periods of high commodity prices, rapid buildout of the
biofuels industry, and reductions to the extent of federal land
conservation programs—all conditions that have since subsided.
The characteristics and persistence of expansion, however,
remain highly uncertain, which impedes evaluation and forma-
tion of federal farm, energy, and conservation policies. The
impacts of recent land conversion on both agricultural produc-
tion and natural habitat are also largely unknown. These infor-
mation gaps limit our ability to compare the consequences of
cropland expansion around the world or against other means of
increasing production such as agricultural intensification,
thereby clouding navigation of the intertwined global challenges
of improving food and fuel production while maintaining the
integrity of ecosystems.

The US contains some of the most productive soils in the world
and supports an immense proportion of global grain
production3,4. However, further expansion is likely to embody
several heightened trade-offs. For example, recent field scale
analyses reveal globally significant carbon emissions from crop-
land expansion in the US5,6, thereby reducing the climate benefits
of expanding agriculture there relative to other regions such as
the tropics7,8. New croplands in the US also tend to occupy areas
with marginal biophysical characteristics such as erosive soils,
poor drainage, nutrient or moisture deficiencies, or climatic
stress9. While these limitations could constrain crop yields and
diminish the returns from expansion, the magnitude of their
impact is unknown. This uncertainty inhibits accurate assessment
of the costs and benefits of further expansion.

Expansion in the US also threatens grasslands and other nat-
ural habitats that have high conservation value10. A recent United
Nations report identified agricultural land use change as a pri-
mary driver of global biodiversity loss11,12, but detailed analyses
of crop expansion impacts in the US have not yet been conducted.

Previous studies have shown that grasslands are the primary
source of land converted to crops in the US9, and that this type of
change can be particularly detrimental for many pollinators,
birds, and the plant species upon which they rely13–15. Compared
with croplands, for example, the typical grassland harbors more
than 60 times as many milkweed pods—the sole food source for
Monarch butterfly larvae16—and grasslands and adjacent wet-
lands in the US Prairie Pothole Region alone support over 50% of
the North American breeding ducks historically surveyed by the
US and Canadian wildlife services17. In addition, remaining
grassland tracts that have never been plowed harbor some of the
greatest concentrations of native plant species across the
country18,19. Yet, despite increasing threats to these landscapes
through cropland expansion20,21, the habitat quality of lands that
are typically converted remain largely unknown—hindering
efforts to conserve affected biota or mitigate the impacts of
conversion.

Collectively, the uncertainty surrounding the persistence,
yields, and implications for wildlife of cropland expansion has
encumbered evaluation of its merits and consequences. Given the
geography and characteristics of new croplands and converted
habitat in the US, we hypothesize that contemporary cropland
expansion may provide diminishing production gains while
engendering significant costs to wildlife. To assess this hypothesis,
we map cropland expansion and abandonment throughout the
United States between 2008 and 2016 and assess conversion
locations as they relate to the anticipated yields of new and
existing croplands and to the quality of wildlife habitat of public
concern.

We begin by tracking field-level changes throughout the entire
time series of nationwide USDA cropland maps22. Using these
data, we improve upon previous work9 and identify annual
(rather than endpoint) changes over eight conversion years (e.g.,
2008–09= one conversion year) at a consistent 30-m spatial
resolution. We then pair these results with modeled corn, soy-
bean, and wheat yields to evaluate the representative productivity
of new croplands in relation to that of pre-existing fields. Finally,
we assess the impacts of conversion on the habitat of the

Cropland abandonment (%) Cropland expansion (%)

8.0 6.0 4.0 2.0 0.5 0.5 2.0 4.0 6.0 8.0

Fig. 1 Net cropland conversion 2008–16. Rates of net conversion calculated as gross cropland expansion minus gross cropland abandonment and
displayed as a percentage of total land area within non-overlapping 3 km × 3 km blocks. Net conversion was most concentrated in the eastern halves of
North and South Dakota, southern Iowa, and western portions of Kansas, Kentucky, and North Carolina.

ARTICLE NATURE COMMUNICATIONS | https://doi.org/10.1038/s41467-020-18045-z

2 NATURE COMMUNICATIONS | ��������(2020)�11:4295� | https://doi.org/10.1038/s41467-020-18045-z | www.nature.com/naturecommunications

Several studies and federal reports have documented a
resurgence in conversion of grasslands and other natural
and semi-natural areas to row-crop production in the

United States (US) beginning in the mid-to-late 2000s1,2. The
initial timing of this cropland expansion (~2007–12) coincided
with periods of high commodity prices, rapid buildout of the
biofuels industry, and reductions to the extent of federal land
conservation programs—all conditions that have since subsided.
The characteristics and persistence of expansion, however,
remain highly uncertain, which impedes evaluation and forma-
tion of federal farm, energy, and conservation policies. The
impacts of recent land conversion on both agricultural produc-
tion and natural habitat are also largely unknown. These infor-
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increasing production such as agricultural intensification,
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impact is unknown. This uncertainty inhibits accurate assessment
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ural habitats that have high conservation value10. A recent United
Nations report identified agricultural land use change as a pri-
mary driver of global biodiversity loss11,12, but detailed analyses
of crop expansion impacts in the US have not yet been conducted.
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source of land converted to crops in the US9, and that this type of
change can be particularly detrimental for many pollinators,
birds, and the plant species upon which they rely13–15. Compared
with croplands, for example, the typical grassland harbors more
than 60 times as many milkweed pods—the sole food source for
Monarch butterfly larvae16—and grasslands and adjacent wet-
lands in the US Prairie Pothole Region alone support over 50% of
the North American breeding ducks historically surveyed by the
US and Canadian wildlife services17. In addition, remaining
grassland tracts that have never been plowed harbor some of the
greatest concentrations of native plant species across the
country18,19. Yet, despite increasing threats to these landscapes
through cropland expansion20,21, the habitat quality of lands that
are typically converted remain largely unknown—hindering
efforts to conserve affected biota or mitigate the impacts of
conversion.

Collectively, the uncertainty surrounding the persistence,
yields, and implications for wildlife of cropland expansion has
encumbered evaluation of its merits and consequences. Given the
geography and characteristics of new croplands and converted
habitat in the US, we hypothesize that contemporary cropland
expansion may provide diminishing production gains while
engendering significant costs to wildlife. To assess this hypothesis,
we map cropland expansion and abandonment throughout the
United States between 2008 and 2016 and assess conversion
locations as they relate to the anticipated yields of new and
existing croplands and to the quality of wildlife habitat of public
concern.

We begin by tracking field-level changes throughout the entire
time series of nationwide USDA cropland maps22. Using these
data, we improve upon previous work9 and identify annual
(rather than endpoint) changes over eight conversion years (e.g.,
2008–09= one conversion year) at a consistent 30-m spatial
resolution. We then pair these results with modeled corn, soy-
bean, and wheat yields to evaluate the representative productivity
of new croplands in relation to that of pre-existing fields. Finally,
we assess the impacts of conversion on the habitat of the
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Fig. 1 Net cropland conversion 2008–16. Rates of net conversion calculated as gross cropland expansion minus gross cropland abandonment and
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with croplands, for example, the typical grassland harbors more
than 60 times as many milkweed pods—the sole food source for
Monarch butterfly larvae16—and grasslands and adjacent wet-
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the North American breeding ducks historically surveyed by the
US and Canadian wildlife services17. In addition, remaining
grassland tracts that have never been plowed harbor some of the
greatest concentrations of native plant species across the
country18,19. Yet, despite increasing threats to these landscapes
through cropland expansion20,21, the habitat quality of lands that
are typically converted remain largely unknown—hindering
efforts to conserve affected biota or mitigate the impacts of
conversion.

Collectively, the uncertainty surrounding the persistence,
yields, and implications for wildlife of cropland expansion has
encumbered evaluation of its merits and consequences. Given the
geography and characteristics of new croplands and converted
habitat in the US, we hypothesize that contemporary cropland
expansion may provide diminishing production gains while
engendering significant costs to wildlife. To assess this hypothesis,
we map cropland expansion and abandonment throughout the
United States between 2008 and 2016 and assess conversion
locations as they relate to the anticipated yields of new and
existing croplands and to the quality of wildlife habitat of public
concern.

We begin by tracking field-level changes throughout the entire
time series of nationwide USDA cropland maps22. Using these
data, we improve upon previous work9 and identify annual
(rather than endpoint) changes over eight conversion years (e.g.,
2008–09= one conversion year) at a consistent 30-m spatial
resolution. We then pair these results with modeled corn, soy-
bean, and wheat yields to evaluate the representative productivity
of new croplands in relation to that of pre-existing fields. Finally,
we assess the impacts of conversion on the habitat of the
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Toxicants such as organochlorine insecticides, lead ammunition,
and veterinary drugs have caused severe wildlife poisoning,
pushing the populations of several apex species to the edge of
extinction. These prime cases epitomize the serious threat that
wildlife poisoning poses to biodiversity. Much of the evidence on
population effects of wildlife poisoning rests on assessments con-
ducted at an individual level, fromwhich population-level effects are
inferred. Contrastingly, we demonstrate a straightforward relation-
ship between poison-induced individual mortality and population
changes in the threatened red kite (Milvus milvus). By linking field
data of 1,075 poisoned red kites to changes in occupancy and abun-
dance across 274 sites (10 × 10-km squares) over a 20-y time frame,
we show a clear relationship between red kite poisoning and the
decline of its breeding population in Spain, including local extinc-
tions. Our results further support the species listing as endangered,
after a breeding population decline of 31% to 43% in two decades
of this once-abundant raptor. Given that poisoning threatens the
global populations of more than 2,600 animal species worldwide, a
greater understanding of its population-level effects may aid biodi-
versity conservation through increased regulatory control of chem-
ical substances. Our results illustrate the great potential of long-term
and large-scale on-ground monitoring to assist in this task.

wildlife poisoning | population dynamics | sentinel species | on-ground
monitoring | diclofenac

Even though populations are a major target for both ecological
risk assessments of toxicants (1, 2) and conservation man-

agement actions (3), evidence demonstrating straightforward
relationships between the effects of toxic substances at individual
and population levels remains scarce, especially in vertebrates
(4). The paramount cases of DDT (dichlorodiphenyltrichloro-
ethane) and other organochlorine pesticides (1, 5), lead ammu-
nition (6), and diclofenac (7, 8) exemplify how most evidence of
poisoning impacts at the population level is retrieved (SI Ap-
pendix, Appendix S1). In brief, scattered data of toxic effects
from molecular to individual levels are gathered, and inferences
on the relationship to observed population declines are de-
termined through, for example, computational methods (4). For
instance, strong evidence that identified diclofenac as the major
cause of massive mortalities of Gyps vultures across the Indian
subcontinent (7, 8) was linked with observed widespread pop-
ulation declines directly through deductive reasoning (7, 8) and
the use of demographic simulations (9).
Inferring the effects of toxic substances at a population level

from individual responses is not straightforward, as individual
parameters known to be affected by toxicants (e.g., survival, fe-
cundity) do not always correlate with population changes (2).
Indeed, certain numbers of individuals can be removed from a
population (e.g., poisoned) without necessarily leading to its

decline due to such processes as density-dependent productivity or
immigration, which may compensate for toxic effects at an indi-
vidual level (1). As a result, forecasting the fate of populations
affected by toxicants is a challenging task (10). Alternatively, the
use of real-world population changes (e.g., through observed
population growth rates), which already incorporate the complexity
of population dynamics, has emerged as an ecologically sound
option for assessing how toxic effects at the individual level trans-
late into population-level impacts (2, 11). However, collecting field
data at individual and population levels simultaneously is extremely
costly and time-consuming, particularly at large spatiotemporal
scales (10, 11). As a result, the available evidence linking individual
responses to toxicants and observed population changes is limited
to a few studies at local scales (e.g., one geographic location) and/
or over short periods (12, 13). These spatiotemporal limitations,
which in turn restrict sampling replication, weaken the strength of
available evidence, and preclude drawing sound conclusions about
the impact of toxicants on animal populations (11, 14).
Counteracting spatiotemporal limitations, we link field data of

toxicant-induced individual mortality and population changes in
the threatened red kite (Milvus milvus) across hundreds of

Significance

Pesticides and other toxic substances (e.g. lead ammunition,
veterinary drugs) have caused the decline of many animal
populations, highlighting the serious threat that wildlife poi-
soning poses for biodiversity conservation. While compelling
evidence demonstrates the harmful effects of poisoning on
individuals, its impact on populations rests mostly on indirect
evidence. This study directly links poison-induced individual
mortality to the population decline of a threatened vertebrate,
the red kite (Milvus milvus), across hundreds of locations in
Spain, offering strong proof of poisoning contributing to
countrywide population decline of a once-abundant verte-
brate. A greater understanding of the population-level effects
of wildlife poisoning may strengthen effective actions against
the use of toxic substances harmful for wildlife.
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Toxicants such as organochlorine insecticides, lead ammunition,
and veterinary drugs have caused severe wildlife poisoning,
pushing the populations of several apex species to the edge of
extinction. These prime cases epitomize the serious threat that
wildlife poisoning poses to biodiversity. Much of the evidence on
population effects of wildlife poisoning rests on assessments con-
ducted at an individual level, fromwhich population-level effects are
inferred. Contrastingly, we demonstrate a straightforward relation-
ship between poison-induced individual mortality and population
changes in the threatened red kite (Milvus milvus). By linking field
data of 1,075 poisoned red kites to changes in occupancy and abun-
dance across 274 sites (10 × 10-km squares) over a 20-y time frame,
we show a clear relationship between red kite poisoning and the
decline of its breeding population in Spain, including local extinc-
tions. Our results further support the species listing as endangered,
after a breeding population decline of 31% to 43% in two decades
of this once-abundant raptor. Given that poisoning threatens the
global populations of more than 2,600 animal species worldwide, a
greater understanding of its population-level effects may aid biodi-
versity conservation through increased regulatory control of chem-
ical substances. Our results illustrate the great potential of long-term
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on the relationship to observed population declines are de-
termined through, for example, computational methods (4). For
instance, strong evidence that identified diclofenac as the major
cause of massive mortalities of Gyps vultures across the Indian
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ulation declines directly through deductive reasoning (7, 8) and
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cundity) do not always correlate with population changes (2).
Indeed, certain numbers of individuals can be removed from a
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vidual level (1). As a result, forecasting the fate of populations
affected by toxicants is a challenging task (10). Alternatively, the
use of real-world population changes (e.g., through observed
population growth rates), which already incorporate the complexity
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option for assessing how toxic effects at the individual level trans-
late into population-level impacts (2, 11). However, collecting field
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costly and time-consuming, particularly at large spatiotemporal
scales (10, 11). As a result, the available evidence linking individual
responses to toxicants and observed population changes is limited
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which in turn restrict sampling replication, weaken the strength of
available evidence, and preclude drawing sound conclusions about
the impact of toxicants on animal populations (11, 14).
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toxicant-induced individual mortality and population changes in
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Significance

Pesticides and other toxic substances (e.g. lead ammunition,
veterinary drugs) have caused the decline of many animal
populations, highlighting the serious threat that wildlife poi-
soning poses for biodiversity conservation. While compelling
evidence demonstrates the harmful effects of poisoning on
individuals, its impact on populations rests mostly on indirect
evidence. This study directly links poison-induced individual
mortality to the population decline of a threatened vertebrate,
the red kite (Milvus milvus), across hundreds of locations in
Spain, offering strong proof of poisoning contributing to
countrywide population decline of a once-abundant verte-
brate. A greater understanding of the population-level effects
of wildlife poisoning may strengthen effective actions against
the use of toxic substances harmful for wildlife.
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BIODIVERSITY CHANGE

Landscape-scale forest loss as a catalyst
of population and biodiversity change
Gergana N. Daskalova1*, Isla H. Myers-Smith1, Anne D. Bjorkman2,3, Shane A. Blowes4,5,
Sarah R. Supp6, Anne E. Magurran7, Maria Dornelas7

Global biodiversity assessments have highlighted land-use change as a key driver of biodiversity
change. However, there is little empirical evidence of how habitat transformations such as
forest loss and gain are reshaping biodiversity over time. We quantified how change in forest cover
has influenced temporal shifts in populations and ecological assemblages from 6090 globally
distributed time series across six taxonomic groups. We found that local-scale increases and
decreases in abundance, species richness, and temporal species replacement (turnover) were
intensified by as much as 48% after forest loss. Temporal lags in population- and assemblage-level
shifts after forest loss extended up to 50 years and increased with species’ generation time. Our
findings that forest loss catalyzes population and biodiversity change emphasize the complex biotic
consequences of land-use change.

A
ccelerating human impacts are reshap-
ing Earth’s ecosystems (1). The abun-
dance of species’ populations (2, 3) and
the richness (4–6) and composition (6)
of ecological assemblages at sites around

the world are being altered over time in com-
plex ways (7–9). However, there is currently
only a limited quantitative understanding of
how global change drivers, such as land-use
change, influence the observed heterogeneous
local-scale patterns in population abundance
and biodiversity (8, 10, 11). In terrestrial eco-
systems, much current knowledge stems from
space-for-time approaches (12, 13) and model
projections (14, 15) that attribute population
and richness declines to different types of
land-use change, including reductions in for-
est cover. Yet space-for-time methods may
not accurately represent the effects of global
change drivers, because they do not account
for ecological lags (8, 16, 17) and community
self-regulation (18). Furthermore, ongoing con-
troversy about the diverse impacts of habitat
fragmentation on biodiversity (19–21) could
be in part attributable to a lack of observational
data from sites encompassing the full spec-
trum of forest fragmentation. Recent global-
scale datasets of past land cover reconstructions
(22) and contemporary high-resolution remote-
sensing observations (23, 24) provide an op-
portunity to quantify landscape-scale decreases
and increases in forested areas around the
world (hereafter, forest loss and gain). By in-

tegrating forest loss estimates with population
and biodiversity observations (25, 26) (Figs. 1
and 2A), our analysis provides insight into the
influence of land-use change on local-scale pop-
ulation andbiodiversity changearound theplanet.
In our study, we set out to conduct a global-

extent attribution analysis of the influence
of forest cover change on population and bio-
diversity change (Fig. 1). We quantitatively
tested specific predictions of how the timing
and magnitude of landscape-scale forest loss
influence species’ populations and ecological
assemblages across terrestrial ecosystems
around the planet (Figs. 1 and 2 and table S1)
(27). Land-use change, and particularly forest
cover loss, alters habitat and resource avail-
ability (12, 28, 29) and is a global threat for the
persistence of terrestrial species (30) (Fig. 2
and fig. S12). We thus predicted the greatest
impacts on populations and biodiversity when
time-seriesmonitoring encompassed the 10-year
period that included the largest reduction in
forested areas at each site (calculated between
the years 850 and 2015, hereafter “all-time peak
forest loss”). We also expected greater popula-
tion and species richness declines and higher
turnover after, relative to before, contemporary
peak forest loss (i.e., the year of the largest re-
duction in forested area within the duration of
each time series). Finally, species with longer
generation times typically respondmore slowly
to environmental change (31). We thus pre-
dicted that lags in ecological responses to for-
est loss would increase with longer generation
times across taxa.
We measured landscape-scale historic and

contemporary forest loss by integrating infor-
mation from the Land Use Harmonization
(22) and Global Forest Change (23) databases.
We also used the ESA Landcover (32) and
KK09 (33) databases to examine whether our
results were consistent across land-use change
data sources. We compared historic and con-

temporary forest loss with temporal population
change (trends in the numerical abundance
of species) and biodiversity change (trends
in species richness and turnover in assem-
blage composition) (Figs. 1 and 2). We analyzed
2729 populations of 730 species and biodiver-
sity change in 3361 ecological assemblages
(Figs. 2A and 3). We measured population
change using the Living Planet Database, which
includes 133,092 records of the number of
individuals of a species in a given area over
time (25). We measured biodiversity change
using the BioTIME database, which comprises
4,970,128 records of the number and abundance
of species in ecological assemblages over time
(26). Together, these time series represent a
range of taxa including amphibians (388), birds
(5090), mammals (266), reptiles (76), inverte-
brates (80), and plants (187) and 2157 sites that
cover almost the entire spectrum of forest loss
and gain around the world (Fig. 2B). We used a
standardized cell size of approximately 96 km2

to match response variables (population change,
richness change, and turnover) to landscape-
scale forest change. Our analyses were robust
to the spatial scale over which we calculated
forest change (figs. S13 and S14) (27).
We carried out the following workflow for

our global assessment of the consequences of
forest cover change for population and bio-
diversity trends over time. To relate popula-
tion and biodiversity change to historic forest
loss, we quantified the baseline all-time peak
forest loss at each site. To relate population and
biodiversity change to contemporary forest
loss, we compared population and biodiversity
change before and after contemporary peak
forest loss. To investigate temporal lags, we
quantified the time period between contem-
porary peak forest loss and maximum change
in populations and assemblages detected after
peak forest loss had occurred at each site (Fig.
1B). We calculated population change (m) using
state-space models that account for observa-
tion error and random fluctuations (34), and
calculated richness change (slopes of rate of
change over time) using mixed-effects mod-
els. We quantified temporal change in spe-
cies composition as the turnover component
of Jaccard’s dissimilarity measure (change
due to species replacement) (35). Turnover
is often independent of changes in species
richness (9) and is the dominant component
of compositional change across time series of
ecological assemblages (36). We used a hierar-
chical Bayesian modeling framework, with indi-
vidual time series nested within biomes (37), to
account for the spatial structure of the data (27).

Historical baselines

In line with our first prediction (“historical
baselines”), we found that local-scale popu-
lation declines were more pronounced when
the monitoring occurred during the period
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lags of up to 50 years in population and bio-
diversity change after forest loss that differed
across taxa and among species’ generation
times. Our analyses highlight that the local-
scale responses of populations and assemblages
to forest cover loss and gain are complex and
variable over time. Incorporating the full spec-
trum of population and biodiversity responses
to land-use change will improve projections of
the future impacts of global change on biodi-
versity and thus contribute to the conservation
of the world’s biota during the Anthropocene.
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Fig. 5. Temporal lags in population and biodiversity change after contempo-
rary peak forest loss. Population and assemblage change after contemporary peak
forest loss may be delayed by up to half a century, with taxa and species with
long generation times showing the longest temporal lags. (A) We compared lags
of 3 (dashed horizontal line) or more years between peak forest loss during the
monitoring for each time series and peak change in population or biodiversity across
six taxa (sample size was 841 time series for population change, 728 for richness

change, and 2157 for turnover). Bars show mean lag for each taxon, violins show
the distribution of lag values, and the points are lag values for each time series.
Numbers on bars indicate how many time series experienced lags out of
the total sample size for each taxon. (B) We found that temporal lags in mammal
and bird population change increased with longer species generation times.
(C) Temporal lags were similar across population declines and increases and
across species richness losses and gains. See table S2 for model outputs.
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BIODIVERSITY CHANGE

Landscape-scale forest loss as a catalyst
of population and biodiversity change
Gergana N. Daskalova1*, Isla H. Myers-Smith1, Anne D. Bjorkman2,3, Shane A. Blowes4,5,
Sarah R. Supp6, Anne E. Magurran7, Maria Dornelas7

Global biodiversity assessments have highlighted land-use change as a key driver of biodiversity
change. However, there is little empirical evidence of how habitat transformations such as
forest loss and gain are reshaping biodiversity over time. We quantified how change in forest cover
has influenced temporal shifts in populations and ecological assemblages from 6090 globally
distributed time series across six taxonomic groups. We found that local-scale increases and
decreases in abundance, species richness, and temporal species replacement (turnover) were
intensified by as much as 48% after forest loss. Temporal lags in population- and assemblage-level
shifts after forest loss extended up to 50 years and increased with species’ generation time. Our
findings that forest loss catalyzes population and biodiversity change emphasize the complex biotic
consequences of land-use change.

A
ccelerating human impacts are reshap-
ing Earth’s ecosystems (1). The abun-
dance of species’ populations (2, 3) and
the richness (4–6) and composition (6)
of ecological assemblages at sites around

the world are being altered over time in com-
plex ways (7–9). However, there is currently
only a limited quantitative understanding of
how global change drivers, such as land-use
change, influence the observed heterogeneous
local-scale patterns in population abundance
and biodiversity (8, 10, 11). In terrestrial eco-
systems, much current knowledge stems from
space-for-time approaches (12, 13) and model
projections (14, 15) that attribute population
and richness declines to different types of
land-use change, including reductions in for-
est cover. Yet space-for-time methods may
not accurately represent the effects of global
change drivers, because they do not account
for ecological lags (8, 16, 17) and community
self-regulation (18). Furthermore, ongoing con-
troversy about the diverse impacts of habitat
fragmentation on biodiversity (19–21) could
be in part attributable to a lack of observational
data from sites encompassing the full spec-
trum of forest fragmentation. Recent global-
scale datasets of past land cover reconstructions
(22) and contemporary high-resolution remote-
sensing observations (23, 24) provide an op-
portunity to quantify landscape-scale decreases
and increases in forested areas around the
world (hereafter, forest loss and gain). By in-

tegrating forest loss estimates with population
and biodiversity observations (25, 26) (Figs. 1
and 2A), our analysis provides insight into the
influence of land-use change on local-scale pop-
ulation andbiodiversity changearound theplanet.
In our study, we set out to conduct a global-

extent attribution analysis of the influence
of forest cover change on population and bio-
diversity change (Fig. 1). We quantitatively
tested specific predictions of how the timing
and magnitude of landscape-scale forest loss
influence species’ populations and ecological
assemblages across terrestrial ecosystems
around the planet (Figs. 1 and 2 and table S1)
(27). Land-use change, and particularly forest
cover loss, alters habitat and resource avail-
ability (12, 28, 29) and is a global threat for the
persistence of terrestrial species (30) (Fig. 2
and fig. S12). We thus predicted the greatest
impacts on populations and biodiversity when
time-seriesmonitoring encompassed the 10-year
period that included the largest reduction in
forested areas at each site (calculated between
the years 850 and 2015, hereafter “all-time peak
forest loss”). We also expected greater popula-
tion and species richness declines and higher
turnover after, relative to before, contemporary
peak forest loss (i.e., the year of the largest re-
duction in forested area within the duration of
each time series). Finally, species with longer
generation times typically respondmore slowly
to environmental change (31). We thus pre-
dicted that lags in ecological responses to for-
est loss would increase with longer generation
times across taxa.
We measured landscape-scale historic and

contemporary forest loss by integrating infor-
mation from the Land Use Harmonization
(22) and Global Forest Change (23) databases.
We also used the ESA Landcover (32) and
KK09 (33) databases to examine whether our
results were consistent across land-use change
data sources. We compared historic and con-

temporary forest loss with temporal population
change (trends in the numerical abundance
of species) and biodiversity change (trends
in species richness and turnover in assem-
blage composition) (Figs. 1 and 2). We analyzed
2729 populations of 730 species and biodiver-
sity change in 3361 ecological assemblages
(Figs. 2A and 3). We measured population
change using the Living Planet Database, which
includes 133,092 records of the number of
individuals of a species in a given area over
time (25). We measured biodiversity change
using the BioTIME database, which comprises
4,970,128 records of the number and abundance
of species in ecological assemblages over time
(26). Together, these time series represent a
range of taxa including amphibians (388), birds
(5090), mammals (266), reptiles (76), inverte-
brates (80), and plants (187) and 2157 sites that
cover almost the entire spectrum of forest loss
and gain around the world (Fig. 2B). We used a
standardized cell size of approximately 96 km2

to match response variables (population change,
richness change, and turnover) to landscape-
scale forest change. Our analyses were robust
to the spatial scale over which we calculated
forest change (figs. S13 and S14) (27).
We carried out the following workflow for

our global assessment of the consequences of
forest cover change for population and bio-
diversity trends over time. To relate popula-
tion and biodiversity change to historic forest
loss, we quantified the baseline all-time peak
forest loss at each site. To relate population and
biodiversity change to contemporary forest
loss, we compared population and biodiversity
change before and after contemporary peak
forest loss. To investigate temporal lags, we
quantified the time period between contem-
porary peak forest loss and maximum change
in populations and assemblages detected after
peak forest loss had occurred at each site (Fig.
1B). We calculated population change (m) using
state-space models that account for observa-
tion error and random fluctuations (34), and
calculated richness change (slopes of rate of
change over time) using mixed-effects mod-
els. We quantified temporal change in spe-
cies composition as the turnover component
of Jaccard’s dissimilarity measure (change
due to species replacement) (35). Turnover
is often independent of changes in species
richness (9) and is the dominant component
of compositional change across time series of
ecological assemblages (36). We used a hierar-
chical Bayesian modeling framework, with indi-
vidual time series nested within biomes (37), to
account for the spatial structure of the data (27).

Historical baselines

In line with our first prediction (“historical
baselines”), we found that local-scale popu-
lation declines were more pronounced when
the monitoring occurred during the period
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Le contexte :
CLIMATOLOGY

Abrupt shift to hotter and drier climate over inner
East Asia beyond the tipping point
Peng Zhang1,2, Jee-Hoon Jeong1*, Jin-Ho Yoon3, Hyungjun Kim4, S.-Y. Simon Wang5,
Hans W. Linderholm2, Keyan Fang6,2, Xiuchen Wu7,8, Deliang Chen2

Unprecedented heatwave-drought concurrences in the past two decades have been reported over
inner East Asia. Tree-ring–based reconstructions of heatwaves and soil moisture for the past 260 years
reveal an abrupt shift to hotter and drier climate over this region. Enhanced land-atmosphere coupling,
associated with persistent soil moisture deficit, appears to intensify surface warming and anticyclonic
circulation anomalies, fueling heatwaves that exacerbate soil drying. Our analysis demonstrates that
the magnitude of the warm and dry anomalies compounding in the recent two decades is unprecedented
over the quarter of a millennium, and this trend clearly exceeds the natural variability range. The
“hockey stick”–like change warns that the warming and drying concurrence is potentially irreversible
beyond a tipping point in the East Asian climate system.

G
lobal warming has led to a shift in the
probability distribution of summer tem-
peratures (1), causing more frequent
summer heatwaves in the Northern
Hemisphere midlatitudes (2, 3). Diverse

and complex regional or global feedbackmech-
anisms determine the magnitude of changes
in heatwave frequency and regionality (4–9).
In addition to the emergence of heatwave-
prone atmospheric stagnation, soil moisture
deficit before or during droughts has been
identified as a key factor exacerbating heat-
waves through the land-atmosphere coupling
(10–14). This drought-heatwave interaction is
particularly pronounced in semiarid regions such
as southern Europe, western North America,
and inner East Asia (Mongolia and northern

China), where the land-atmosphere coupling
is strong (15–20).
Although increasing concentration of green-

house gases may enhance soil moisture defi-
cits and heatwave occurrences in a warmer
climate (21–23), the extent to which summer
heatwaves are affected by the global warming–
induced soil moisture reduction in a long-term
context remains unclear. In this study, we used
tree-ring data to reconstruct both heatwave
frequency and soil moisture variability in in-
ner East Asia, centered over Mongolia, for the
past 260 years. We found a robust tendency
toward a hotter and drier climate, with a
stronger coupling of heatwave and drought in
recent decades that was not observed before
the 1990s. This trend, whichwas found in both

observations and reconstructions, is likely as-
sociated with an enhanced land-atmosphere
coupling associated with persistent soil mois-
ture deficit.
Inner East Asia, including Mongolia and its

surroundings (Fig. 1), features arid and semi-
arid climates where annual precipitation is
<300 mm. It is one of the hotspots showing
the strongest warming in the latter part of the
20th century (24). The frequency of summer
heatwaves in this region has increased signif-
icantly during the past two decades (Fig. 1A).
Concurrently, soilmoisture content has shown
a significant drying trend (Fig. 1B), which is
consistent with previous studies based on ob-
servation and land surface modeling (25–27)
(also see fig. S1).
To determine whether this modern-era dry-

ing fallswithin or outside the range of long-term
natural variability, we reconstructed summer
heatwave and soil moisture variations based
on independent tree-ring chronologies sam-
pled in inner East Asia (see the supplementary
materials).
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Fig. 1. Trends of hot day frequency and soil moisture content. (A and B) Trends of July-August mean extremely hot day frequency (A) and soil moisture
content (B) in 1979–2017. Black frame marks the defined domain of inner East Asia. Black dots mark the grids where the trends are significant at the P < 0.05
level. Triangles and circles mark the locations where the tree-ring data were used to reconstruct the extremely hot day frequency and soil moisture variability
on interannual and above-interannual time scale, respectively.
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Late-spring frost risk between 1959 and 2017
decreased in North America but increased in Europe
and Asia
Constantin M. Zohnera,1,2, Lidong Moa,1, Susanne S. Rennerb, Jens-Christian Svenningc,d, Yann Vitassee,
Blas M. Benitof, Alejandro Ordonezc,d,g, Frederik Baumgartene, Jean-François Bastina,h, Veronica Sebaldb,
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Late-spring frosts (LSFs) affect the performance of plants and an-
imals across the world’s temperate and boreal zones, but despite
their ecological and economic impact on agriculture and forestry,
the geographic distribution and evolutionary impact of these frost
events are poorly understood. Here, we analyze LSFs between
1959 and 2017 and the resistance strategies of Northern Hemi-
sphere woody species to infer trees’ adaptations for minimizing
frost damage to their leaves and to forecast forest vulnerability
under the ongoing changes in frost frequencies. Trait values on
leaf-out and leaf-freezing resistance come from up to 1,500 tem-
perate and boreal woody species cultivated in common gardens.
We find that areas in which LSFs are common, such as eastern
North America, harbor tree species with cautious (late-leafing)
leaf-out strategies. Areas in which LSFs used to be unlikely, such
as broad-leaved forests and shrublands in Europe and Asia, in-
stead harbor opportunistic tree species (quickly reacting to warm-
ing air temperatures). LSFs in the latter regions are currently
increasing, and given species’ innate resistance strategies, we es-
timate that ∼35% of the European and ∼26% of the Asian tem-
perate forest area, but only ∼10% of the North American, will
experience increasing late-frost damage in the future. Our findings
reveal region-specific changes in the spring-frost risk that can in-
form decision-making in land management, forestry, agriculture,
and insurance policy.
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Extreme climate events, such as heat or cold waves, cause large
damage to ecosystems (1–3), threatening food security (4–6)

and the global economy (7, 8). As the climate warms, extreme
events might become more frequent, amplifying the conse-
quences of climate change (9). Late-spring frosts (LSFs),
i.e., below-freezing temperatures in late spring, are among the
most critical extreme events in temperate and boreal regions
(10–12). Tissue damage induced by LSFs greatly affects growth,
competitive ability, and distribution limits of plants (1, 10, 11,
13–18). This is because plants are most vulnerable to frosts while
their leaves are young (19, 20). In North America and Europe,
late-frost damage to crops and trees causes more economic
losses to agriculture than any other climate-related hazards (21,
22). A single LSF across Europe in spring 2017 resulted in
economic losses of 3.3 billion euros, of which only 18% were
insured (23). Besides negative consequences for agriculture and
forestry, extensive plant frost damage contributes to the increase
in atmospheric CO2 levels as a result of decreased photosynthesis

(24, 25). Quantitative and spatially explicit information about the
extent and severity of LSFs is thus essential to guide climate
modeling (24, 26, 27), agriculture, forestry, and environmen-
tal decision-making (21). Yet, we still lack even a basic un-
derstanding of broad-scale biogeographic and temporal patterns
in LSFs.
To assess the vulnerability of forests to frost events under

climate change, we need to analyze not only the distribution of
LSFs in space and time but also the resistance of trees to frost
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Frost in late spring causes severe ecosystem damage in tem-
perate and boreal regions. We here analyze late-spring frost
occurrences between 1959 and 2017 and woody species’ re-
sistance strategies to forecast forest vulnerability under cli-
mate change. Leaf-out phenology and leaf-freezing resistance
data come from up to 1,500 species cultivated in common
gardens. The greatest increase in leaf-damaging spring frost
has occurred in Europe and East Asia, where species are more
vulnerable to spring frost than in North America. The data
imply that 35 and 26% of Europe’s and Asia’s forests are in-
creasingly threatened by frost damage, while this is only true
for 10% of North America. Phenological strategies that helped
trees tolerate past frost frequencies will thus be increasingly
mismatched to future conditions
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Late-spring frosts (LSFs) affect the performance of plants and an-
imals across the world’s temperate and boreal zones, but despite
their ecological and economic impact on agriculture and forestry,
the geographic distribution and evolutionary impact of these frost
events are poorly understood. Here, we analyze LSFs between
1959 and 2017 and the resistance strategies of Northern Hemi-
sphere woody species to infer trees’ adaptations for minimizing
frost damage to their leaves and to forecast forest vulnerability
under the ongoing changes in frost frequencies. Trait values on
leaf-out and leaf-freezing resistance come from up to 1,500 tem-
perate and boreal woody species cultivated in common gardens.
We find that areas in which LSFs are common, such as eastern
North America, harbor tree species with cautious (late-leafing)
leaf-out strategies. Areas in which LSFs used to be unlikely, such
as broad-leaved forests and shrublands in Europe and Asia, in-
stead harbor opportunistic tree species (quickly reacting to warm-
ing air temperatures). LSFs in the latter regions are currently
increasing, and given species’ innate resistance strategies, we es-
timate that ∼35% of the European and ∼26% of the Asian tem-
perate forest area, but only ∼10% of the North American, will
experience increasing late-frost damage in the future. Our findings
reveal region-specific changes in the spring-frost risk that can in-
form decision-making in land management, forestry, agriculture,
and insurance policy.
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Extreme climate events, such as heat or cold waves, cause large
damage to ecosystems (1–3), threatening food security (4–6)

and the global economy (7, 8). As the climate warms, extreme
events might become more frequent, amplifying the conse-
quences of climate change (9). Late-spring frosts (LSFs),
i.e., below-freezing temperatures in late spring, are among the
most critical extreme events in temperate and boreal regions
(10–12). Tissue damage induced by LSFs greatly affects growth,
competitive ability, and distribution limits of plants (1, 10, 11,
13–18). This is because plants are most vulnerable to frosts while
their leaves are young (19, 20). In North America and Europe,
late-frost damage to crops and trees causes more economic
losses to agriculture than any other climate-related hazards (21,
22). A single LSF across Europe in spring 2017 resulted in
economic losses of 3.3 billion euros, of which only 18% were
insured (23). Besides negative consequences for agriculture and
forestry, extensive plant frost damage contributes to the increase
in atmospheric CO2 levels as a result of decreased photosynthesis

(24, 25). Quantitative and spatially explicit information about the
extent and severity of LSFs is thus essential to guide climate
modeling (24, 26, 27), agriculture, forestry, and environmen-
tal decision-making (21). Yet, we still lack even a basic un-
derstanding of broad-scale biogeographic and temporal patterns
in LSFs.
To assess the vulnerability of forests to frost events under

climate change, we need to analyze not only the distribution of
LSFs in space and time but also the resistance of trees to frost
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has occurred in Europe and East Asia, where species are more
vulnerable to spring frost than in North America. The data
imply that 35 and 26% of Europe’s and Asia’s forests are in-
creasingly threatened by frost damage, while this is only true
for 10% of North America. Phenological strategies that helped
trees tolerate past frost frequencies will thus be increasingly
mismatched to future conditions
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patterns in leaf-out strategy and leaf-freezing resistance, which is
supported by linear models (SI Appendix, Fig. S6). Leaf-freezing
resistance predictably declines at lower latitudes (Fig. 3), im-
plying that the costs of freezing resistance outweigh the benefits
in warmer regions with longer growing seasons. Importantly, the
results show that areas with very late spring frosts harbor species
with late leaf-out and low interannual leaf-out variation (Fig. 4 C
and D and SI Appendix, Fig. S6), supporting our hypothesis that
frequent LSFs favor cautious phenological strategies (i.e., reliance
on winter chilling and day length increase, not only warm spring

temperatures). The strong imprint of LSF on leaf-out strategy is
pinpointed by the differences between North America, Europe, and
Asia (Fig. 4 A and B).

Spatiotemporal Projections of Late-Spring Frost
The impact of future LSFs on plants can be extrapolated from
past LSF trajectories and plant traits in the relevant floristic
regions and biomes. To do this, we carried out time-series
analyses of LSF over the period of 1959 to 2017. Temporal
changes were analyzed by moving-window analysis, first calcu-
lating the maximum-degree days before the last frost for each
10-y interval (resulting in 50 values per pixel) and then regressing
the obtained values against year, using linear regression and
Mann-Kendall trend analysis (Fig. 1B and SI Appendix, Fig. S3).
Maximum-degree day values within each 10-y interval were
chosen because it is the extreme years that determine regional
LSF. We observed similar results when using mean instead of
maximum LSF values within each 10-y moving window (Pear-
son’s r = 0.65). We also evaluated temporal LSF trajectories
using a freezing threshold of −4 °C, which yielded unchanged
results for Eurasia but was incongruent with the 0 °C threshold
calculation in North America (SI Appendix, Figs. S1F and S3),
underscoring the unpredictability of short-term temperature
trends there.
Our results reveal pronounced geographic differences in the

temporal trajectories of LSFs (Fig. 1B). Across all biomes, LSF
has decreased in North America over recent decades, whereas it
has increased across most biomes in Europe and Asia, except in
boreal forests (Fig. 1 B and D). Temperate broadleaf forests
showed the most pronounced increase in LSF over time, with
65% of the total area covered by this biome experiencing in-
creasing LSF (significant increase in 40% of the total area). In
European and East Asian broadleaf forests, increased LSF was
found for 70 and 72% of the biome area, respectively (46 and
47% significant). By contrast, in North American broadleaf
forests, increased LSF was found for only 50% of the biome area
(28% significant).
The most dramatic increase in LSF is occurring in regions

where this risk used to be low, such as the coastal and eastern
parts of Europe and East Asia (Figs. 1B and 2). For a future risk
index, we scored areas with a significant increase in LSF
(Fig. 1B) and that harbor a high proportion of species with
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Fig. 2. Standardized coefficients for the effects of climate, topography, and
biogeography (continents) on biogeographic variations in LSF and LSF
changes over time (LSF change). Coefficients represent relative percentage
change in LSF and LSF change for 1 SD increase in the variable (only sig-
nificant [P < 0.05] coefficients are shown). Red and blue circles indicate
positive and negative effects, respectively. Circle size indicates the magni-
tude of effects. All layers are available at the global scale. Elevation and sea
distance were square root-transformed for analysis. “Latitude (abs)”: abso-
lute latitude (distance from the equator); “Temp. seasonality”: temperature
annual range (Bioclim7).
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COMMENTARY

Climate change and the aridification of
North America
Jonathan T. Overpecka,b,1 and Bradley Udallb,c

Discussions of droughts and their impacts often center
on the lack of precipitation, just as assessments of
hydrologic impacts under a changing climate most
often focus on how average precipitation in a given
locale is likely to change in the future. Within climate
science, however, focus has begun to include the
growing role warming temperatures are playing as a
potent driver of greater aridity: hotter climate ex-
tremes; drier soil conditions; more severe drought;
and the impacts of hydrologic stress on rivers, forests,
agriculture, and other systems. This shift in the hydro-
logic paradigm is most clear in the American Southwest,
where declining flows in the region’s twomost important
rivers, the Colorado (Fig. 1) and Rio Grande, have been
attributed in part to increasing temperatures caused by

human activities, most notably the burning of fossil fuels
(1–5). Warmer summers are also likely to reduce flows in
the Columbia River, as well as in rivers along the Sierra
Nevada in California (6). Now, an important study (7)
documents how warming is also causing flow declines
in the northern Rocky Mountains and in the largest river
basin in the United States, theMissouri. This work further
highlights the mechanisms behind the temperature-
driven river flow declines and places more focus on
how anthropogenic climate warming is progressively in-
creasing the risk of hot drought andmore arid conditions
across an expanding swath of the United States.

The work by Martin et al. (7) on the temperature-
driven flow reductions in the Upper Missouri River has
broader implications. As they note, many aspects of
river management could be increasingly impacted by
a more arid river basin, including agricultural water
deliveries, river management and navigation, and
ecosystem services associated with the river; econo-
mies of a large region will likely suffer if the aridifica-
tion continues. This mirrors the change occurring in
the Southwest, where rivers provide the only large
sustainable water supply to the region and more than
40 million water users, yet flows have already declined
significantly since just the late 20th century (3, 4).
Across the US West, warming is also contributing to
drier soils (8), widespread tree death (9), and more
severe wildfires (10). The recent unprecedented
drought conditions in California also have been tied
to human-caused warming (11). Greater aridity is rede-
fining the West in many ways, and the costs to human
and natural systems will only increase as we let the
warming continue.

Martin et al. (7) also highlight how increasing
temperature-driven aridity is more often framed in
the West in terms of episodic drought. Just as in the
Southwest, where an unprecedented drought began
in 1999 and has continued through 2020 with drier-
than-normal soils, reduced river flows, and low levels
in major reservoirs, the worst drought of the instru-
mental era gripped the Upper Missouri River Basin
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Fig. 1. Climate change is causing the Southwest to aridify. (Left) Since the 1930s,
increasing temperatures have caused the percentage of precipitation going to
evapotranspiration (ET) to increase at the expense of precipitation going to
Colorado River flow, resulting in an unprecedented and still ongoing
megadrought (shading) starting in 1999 (8). (Right) Higher temperatures have
already reduced Colorado River flow by 13%, and projected additional warming,
assuming continued high emissions of greenhouse gases, will increase ET while
reducing river flow even more through the 21st century. Data on Left are 20-y
running means from ref. 5, and data on Right are calculated from Representative
Concentration Pathways (RCP) 8.5 multimodel Coupled Model Intercomparison
Project–Phase 5 (CMIP5) ensemble temperature increases projected for the
Upper Colorado River Basin combined with temperature sensitivity of −9.3%/°C
estimated by ref. 5, assuming no change in precipitation.
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Climate change and the aridification of
North America
Jonathan T. Overpecka,b,1 and Bradley Udallb,c

Discussions of droughts and their impacts often center
on the lack of precipitation, just as assessments of
hydrologic impacts under a changing climate most
often focus on how average precipitation in a given
locale is likely to change in the future. Within climate
science, however, focus has begun to include the
growing role warming temperatures are playing as a
potent driver of greater aridity: hotter climate ex-
tremes; drier soil conditions; more severe drought;
and the impacts of hydrologic stress on rivers, forests,
agriculture, and other systems. This shift in the hydro-
logic paradigm is most clear in the American Southwest,
where declining flows in the region’s twomost important
rivers, the Colorado (Fig. 1) and Rio Grande, have been
attributed in part to increasing temperatures caused by

human activities, most notably the burning of fossil fuels
(1–5). Warmer summers are also likely to reduce flows in
the Columbia River, as well as in rivers along the Sierra
Nevada in California (6). Now, an important study (7)
documents how warming is also causing flow declines
in the northern Rocky Mountains and in the largest river
basin in the United States, theMissouri. This work further
highlights the mechanisms behind the temperature-
driven river flow declines and places more focus on
how anthropogenic climate warming is progressively in-
creasing the risk of hot drought andmore arid conditions
across an expanding swath of the United States.

The work by Martin et al. (7) on the temperature-
driven flow reductions in the Upper Missouri River has
broader implications. As they note, many aspects of
river management could be increasingly impacted by
a more arid river basin, including agricultural water
deliveries, river management and navigation, and
ecosystem services associated with the river; econo-
mies of a large region will likely suffer if the aridifica-
tion continues. This mirrors the change occurring in
the Southwest, where rivers provide the only large
sustainable water supply to the region and more than
40 million water users, yet flows have already declined
significantly since just the late 20th century (3, 4).
Across the US West, warming is also contributing to
drier soils (8), widespread tree death (9), and more
severe wildfires (10). The recent unprecedented
drought conditions in California also have been tied
to human-caused warming (11). Greater aridity is rede-
fining the West in many ways, and the costs to human
and natural systems will only increase as we let the
warming continue.

Martin et al. (7) also highlight how increasing
temperature-driven aridity is more often framed in
the West in terms of episodic drought. Just as in the
Southwest, where an unprecedented drought began
in 1999 and has continued through 2020 with drier-
than-normal soils, reduced river flows, and low levels
in major reservoirs, the worst drought of the instru-
mental era gripped the Upper Missouri River Basin
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Fig. 1. Climate change is causing the Southwest to aridify. (Left) Since the 1930s,
increasing temperatures have caused the percentage of precipitation going to
evapotranspiration (ET) to increase at the expense of precipitation going to
Colorado River flow, resulting in an unprecedented and still ongoing
megadrought (shading) starting in 1999 (8). (Right) Higher temperatures have
already reduced Colorado River flow by 13%, and projected additional warming,
assuming continued high emissions of greenhouse gases, will increase ET while
reducing river flow even more through the 21st century. Data on Left are 20-y
running means from ref. 5, and data on Right are calculated from Representative
Concentration Pathways (RCP) 8.5 multimodel Coupled Model Intercomparison
Project–Phase 5 (CMIP5) ensemble temperature increases projected for the
Upper Colorado River Basin combined with temperature sensitivity of −9.3%/°C
estimated by ref. 5, assuming no change in precipitation.
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Climate change and the aridification of
North America
Jonathan T. Overpecka,b,1 and Bradley Udallb,c

Discussions of droughts and their impacts often center
on the lack of precipitation, just as assessments of
hydrologic impacts under a changing climate most
often focus on how average precipitation in a given
locale is likely to change in the future. Within climate
science, however, focus has begun to include the
growing role warming temperatures are playing as a
potent driver of greater aridity: hotter climate ex-
tremes; drier soil conditions; more severe drought;
and the impacts of hydrologic stress on rivers, forests,
agriculture, and other systems. This shift in the hydro-
logic paradigm is most clear in the American Southwest,
where declining flows in the region’s twomost important
rivers, the Colorado (Fig. 1) and Rio Grande, have been
attributed in part to increasing temperatures caused by

human activities, most notably the burning of fossil fuels
(1–5). Warmer summers are also likely to reduce flows in
the Columbia River, as well as in rivers along the Sierra
Nevada in California (6). Now, an important study (7)
documents how warming is also causing flow declines
in the northern Rocky Mountains and in the largest river
basin in the United States, theMissouri. This work further
highlights the mechanisms behind the temperature-
driven river flow declines and places more focus on
how anthropogenic climate warming is progressively in-
creasing the risk of hot drought andmore arid conditions
across an expanding swath of the United States.

The work by Martin et al. (7) on the temperature-
driven flow reductions in the Upper Missouri River has
broader implications. As they note, many aspects of
river management could be increasingly impacted by
a more arid river basin, including agricultural water
deliveries, river management and navigation, and
ecosystem services associated with the river; econo-
mies of a large region will likely suffer if the aridifica-
tion continues. This mirrors the change occurring in
the Southwest, where rivers provide the only large
sustainable water supply to the region and more than
40 million water users, yet flows have already declined
significantly since just the late 20th century (3, 4).
Across the US West, warming is also contributing to
drier soils (8), widespread tree death (9), and more
severe wildfires (10). The recent unprecedented
drought conditions in California also have been tied
to human-caused warming (11). Greater aridity is rede-
fining the West in many ways, and the costs to human
and natural systems will only increase as we let the
warming continue.

Martin et al. (7) also highlight how increasing
temperature-driven aridity is more often framed in
the West in terms of episodic drought. Just as in the
Southwest, where an unprecedented drought began
in 1999 and has continued through 2020 with drier-
than-normal soils, reduced river flows, and low levels
in major reservoirs, the worst drought of the instru-
mental era gripped the Upper Missouri River Basin
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Fig. 1. Climate change is causing the Southwest to aridify. (Left) Since the 1930s,
increasing temperatures have caused the percentage of precipitation going to
evapotranspiration (ET) to increase at the expense of precipitation going to
Colorado River flow, resulting in an unprecedented and still ongoing
megadrought (shading) starting in 1999 (8). (Right) Higher temperatures have
already reduced Colorado River flow by 13%, and projected additional warming,
assuming continued high emissions of greenhouse gases, will increase ET while
reducing river flow even more through the 21st century. Data on Left are 20-y
running means from ref. 5, and data on Right are calculated from Representative
Concentration Pathways (RCP) 8.5 multimodel Coupled Model Intercomparison
Project–Phase 5 (CMIP5) ensemble temperature increases projected for the
Upper Colorado River Basin combined with temperature sensitivity of −9.3%/°C
estimated by ref. 5, assuming no change in precipitation.
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between fire exclusion and subsequent intense
wildfire from fuel accumulation. Nevertheless,
important differences within and between
habitat types emerge when the direction of
fire regime change is considered. For example,
of the species categorized as threatened by an
increase or decrease in fire activity in forests
(Fig. 1B), exclusion of fire is a threat to 17% of
those in temperate forests and only 1% of those
in tropical moist montane forests.
Changes in fire activity also threaten other

levels of biodiversity. Assessments undertaken
through the IUCN Red List of Ecosystems
show that altered fire regimes, in combination
with other drivers, threaten whole ecosystems

with collapse, including the Cape Flats Sand
Fynbos of South Africa and the mountain ash
(Eucalyptus regnans) forests of Australia (25).
Many biodiversity hotspots remain inadequately
studied, and unprecedented recent fires such as
the 12.6 million ha of vegetation burned in
easternAustralia from late 2019 toearly 2020 (26)
mean that numerous species may have declined
since their statuswas assessed. Thus,weare likely
underestimating the total number of species
threatened by ongoing changes in fire regimes.

Drivers of change in the Anthropocene

Among the profound consequences of the
Anthropocene is the acceleration of Earth

toward a hotter climate and a markedly
different biosphere (27). Fire is both a con-
sequence of and a contributor to this acceler-
ation (28) but it is not acting alone: Interactions
between fire and anthropogenic drivers such as
global climate change, land use, and invasive
species are reshaping ecosystems worldwide.
Recentwork describing global fire regimes has
shown that patterns of fire are closely linked
to climate, vegetation, and human activity
(7, 17, 29, 30). Here, we synthesize linked
changes in biodiversity and fire regimes and
how they are shaped by three groups of direct
drivers arising from human actions (Fig. 2 and
table S1), as well as indirect socioeconomic
drivers that underpin them (31). Our focus is
on taxa and ecosystems likely to be threatened
by the pace and magnitude of such change
while recognizing that some taxa stand to
benefit from these changes.

Global climate change

Anthropogenic climate change, including rising
atmospheric CO2 and a hotter global climate,
modifies fire regimes by changing fuels, igni-
tions, and fire weather (32). These changes in
turn alter the composition of ecosystems and
the nature of species interactions. A prime
example is fire interacting with more-severe
droughts. In the Mediterranean Basin, abrupt
shifts in ecosystems from forest to shrubland
are triggered by large fire events followed by
at least one extreme drought year (33). Else-
where, intensifying droughts are contributing
to more widespread fires in tropical forests in
Amazonia, the Congo Basin, and Southeast
Asia, with high mortality of thin-barked trees
(34). More frequent or more intense climate-
induced fires even threaten forests with a long
history of high-intensity fire. For example, suc-
cessive fires that occur before trees can set seed
and reproduce are reshaping the species com-
position of temperate forests in Australia (35),
subalpine forests in the United States (36), and
boreal forests in Canada (11) and Russia (12).
Such changes have cascading effects on the biota.
For example, high-intensity fires in boreal forests
in Alaska negatively affect microbes and fungi
through soil heating (37) and by reducing the
cover of lichens, a critical food source for caribou
(Rangifer tarandus) (38).

Land-use change

Humans alter fire regimes through land-use
changes associated with agriculture, forestry,
and urbanization and by intentionally starting
or suppressing fires (6, 7, 13). How changes
in land use affect fuels, fire, and biodiversity
varies depending on the type of activity and
ecosystem.
Until recent decades, tropical broadleaf

forests of the Afrotropical, Indomalayan,
and Neotropical realms rarely experienced
large fires (8, 39). Contemporary land use,
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Fig. 1. Fire-driven extinction risk by taxonomic group and habitat type. (A) The percentage of
threatened species (those classified as critically endangered, endangered, or vulnerable) for which
modification of fire regimes is a threat (defined as threat type “Natural system modifications - Fire and
fire suppression” in the IUCN Red List) for nine taxonomic groups. n is the total number of threatened
species within each taxonomic group. Selected species include those globally assessed for the IUCN Red List,
from groups assessed either comprehensively (amphibians, birds, gymnosperms, mammals), through a sampled
approach of global data (dragonflies and damselflies, legumes, monocots, reptiles), or across several regions
(freshwater fishes). The estimated percentages of species in each group that has been assessed include:
gymnosperms, 91%; legumes, 17%; birds, 100%; monocots, 10%; amphibians, 84%; dragonflies and damselflies,
72%; mammals, 90%; reptiles, 71%; and freshwater fishes, 61%. (B) The percentage of threatened species for
which modification of fire regimes is a threat for seven selected habitat types. n is the total number of threatened
species, of the nine taxonomic groups within each habitat type [as defined in the IUCN Red List (24)].
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Fire and biodiversity in the Anthropocene
Luke T. Kelly*, Katherine M. Giljohann, Andrea Duane, Núria Aquilué, Sally Archibald, Enric Batllori,
Andrew F. Bennett, Stephen T. Buckland, Quim Canelles, Michael F. Clarke, Marie-Josée Fortin,
Virgilio Hermoso, Sergi Herrando, Robert E. Keane, Frank K. Lake, Michael A. McCarthy,
Alejandra Morán-Ordóñez, Catherine L. Parr, Juli G. Pausas, Trent D. Penman, Adrián Regos, Libby Rumpff,
Julianna L. Santos, Annabel L. Smith, Alexandra D. Syphard, Morgan W. Tingley, Lluís Brotons

BACKGROUND: Fire has shaped the diversity
of life on Earth for millions of years. Variation
in fire regimes continues to be a source of
biodiversity across the globe, andmany plants,
animals, and ecosystems depend on particular
temporal and spatial patterns of fire. Although
people have been using fire tomodify environ-
ments for millennia, the combined effects of
human activities are now changing patterns of
fire at a global scale—to the detriment of human
society, biodiversity, and ecosystems. These
changes pose a global challenge for understand-
ing how to sustain biodiversity in a new era of
fire. We synthesize how changes in fire activity
are threatening species with extinction across
the globe, highlight forward-looking methods

for predicting the combined effects of human
drivers and fire on biodiversity, and foreshadow
emerging actions and strategies that could revo-
lutionize how society manages fire for bio-
diversity in the Anthropocene.

ADVANCES: Our synthesis shows that inter-
actions with anthropogenic drivers such as
global climate change, land use, and biotic
invasions are transforming fire activity and
its impacts on biodiversity. More than 4400
terrestrial and freshwater species from a wide
range of taxa and habitats face threats asso-
ciatedwithmodified fire regimes.Many species
are threatened by an increase in fire frequency
or intensity, but exclusion of fire in ecosystems

that need it can also be harmful. The promi-
nent role of human activity in shaping global
ecosystems is the hallmark of the Anthropo-
cene and sets the context in whichmodels and
actions must be developed. Advances in pre-
dictive modeling deliver new opportunities to
couple fire and biodiversity data and to link
themwith forecasts of multiple drivers includ-
ing drought, invasive plants, and urban growth.
Making these connections also provides an
opportunity for new actions that could revo-
lutionize how society manages fire. Emerging
actions include reintroduction of mammals
that reduce fuels, green fire breaks comprising
low-flammability plants, strategically letting
wildfires burn under the right conditions,
managed evolution of populations aided by
new genomics tools, and deployment of rapid
response teams to protect biodiversity assets.
Indigenous fire stewardship and reinstatement
of cultural burning in a modern context will en-
hancebiodiversityandhumanwell-being inmany
regions of the world. At the same time, interna-
tional efforts to reduce greenhouse gas emissions
are crucial to reduce the risk of extreme fire
events that contribute to declines in biodiversity.

OUTLOOK: Conservation of Earth’s biological
diversity will be achieved only by recognition
of and response to the critical role of fire in
shaping ecosystems. Global changes in fire re-
gimes will continue to amplify interactions
between anthropogenic drivers and create dif-
ficult trade-offs between environmental and
social objectives. Scientific inputwill be crucial
for navigating major decisions about novel
and changing ecosystems. Strategic collection
of data on fire, biodiversity, and socioeconomic
variables will be essential for developingmodels
to capture the feedbacks, tipping points, and
regime shifts characteristic of the Anthropo-
cene. New partnerships are also needed to
meet the challenges ahead. At the local and
regional scale, getting more of the “right” type
of fire in landscapes that need it requires new
alliances and networks to build and apply
knowledge. At the national and global scale,
biodiversity conservation will benefit from
greater integration of fire into national bio-
diversity strategies and action plans and in the
implementation of international agreements
and initiatives such as the UN Convention on
Biological Diversity. Placing the increasingly
important role of people at the forefront of
efforts to understand and adapt to changes in
fire regimes is central to these endeavors.▪
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Interactions between fire and anthropogenic drivers such as global climate change, land use, and invasive species
are reshaping ecosystems worldwide. A hotter and drier climate causes more extreme fire weather in southeastern
Australia and significant loss of biota. Human-caused ignitions at the interface of urban areas and forests increase the risk
of large, severe fires in the western United States, with growing human and ecological costs. In South Africa, fynbos
shrublands depend on recurrent fire, yet invasive woody species can promote high-intensity fires that harm native plants
and seedbanks. Changes in climate, land use, and species redistributions are underpinned by socioeconomic drivers. In
many parts of the world, cessation of traditional fire practices has been linked with detrimental outcomes for biodiversity. In
the fire-dependent savannas (cerrado) of Brazil, deliberate use of fire by Indigenous and local peoples, such as the Xavante,
can have positive effects on biodiversity.P
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between fire exclusion and subsequent intense
wildfire from fuel accumulation. Nevertheless,
important differences within and between
habitat types emerge when the direction of
fire regime change is considered. For example,
of the species categorized as threatened by an
increase or decrease in fire activity in forests
(Fig. 1B), exclusion of fire is a threat to 17% of
those in temperate forests and only 1% of those
in tropical moist montane forests.
Changes in fire activity also threaten other

levels of biodiversity. Assessments undertaken
through the IUCN Red List of Ecosystems
show that altered fire regimes, in combination
with other drivers, threaten whole ecosystems

with collapse, including the Cape Flats Sand
Fynbos of South Africa and the mountain ash
(Eucalyptus regnans) forests of Australia (25).
Many biodiversity hotspots remain inadequately
studied, and unprecedented recent fires such as
the 12.6 million ha of vegetation burned in
easternAustralia from late 2019 toearly 2020 (26)
mean that numerous species may have declined
since their statuswas assessed. Thus,weare likely
underestimating the total number of species
threatened by ongoing changes in fire regimes.

Drivers of change in the Anthropocene

Among the profound consequences of the
Anthropocene is the acceleration of Earth

toward a hotter climate and a markedly
different biosphere (27). Fire is both a con-
sequence of and a contributor to this acceler-
ation (28) but it is not acting alone: Interactions
between fire and anthropogenic drivers such as
global climate change, land use, and invasive
species are reshaping ecosystems worldwide.
Recentwork describing global fire regimes has
shown that patterns of fire are closely linked
to climate, vegetation, and human activity
(7, 17, 29, 30). Here, we synthesize linked
changes in biodiversity and fire regimes and
how they are shaped by three groups of direct
drivers arising from human actions (Fig. 2 and
table S1), as well as indirect socioeconomic
drivers that underpin them (31). Our focus is
on taxa and ecosystems likely to be threatened
by the pace and magnitude of such change
while recognizing that some taxa stand to
benefit from these changes.

Global climate change

Anthropogenic climate change, including rising
atmospheric CO2 and a hotter global climate,
modifies fire regimes by changing fuels, igni-
tions, and fire weather (32). These changes in
turn alter the composition of ecosystems and
the nature of species interactions. A prime
example is fire interacting with more-severe
droughts. In the Mediterranean Basin, abrupt
shifts in ecosystems from forest to shrubland
are triggered by large fire events followed by
at least one extreme drought year (33). Else-
where, intensifying droughts are contributing
to more widespread fires in tropical forests in
Amazonia, the Congo Basin, and Southeast
Asia, with high mortality of thin-barked trees
(34). More frequent or more intense climate-
induced fires even threaten forests with a long
history of high-intensity fire. For example, suc-
cessive fires that occur before trees can set seed
and reproduce are reshaping the species com-
position of temperate forests in Australia (35),
subalpine forests in the United States (36), and
boreal forests in Canada (11) and Russia (12).
Such changes have cascading effects on the biota.
For example, high-intensity fires in boreal forests
in Alaska negatively affect microbes and fungi
through soil heating (37) and by reducing the
cover of lichens, a critical food source for caribou
(Rangifer tarandus) (38).

Land-use change

Humans alter fire regimes through land-use
changes associated with agriculture, forestry,
and urbanization and by intentionally starting
or suppressing fires (6, 7, 13). How changes
in land use affect fuels, fire, and biodiversity
varies depending on the type of activity and
ecosystem.
Until recent decades, tropical broadleaf

forests of the Afrotropical, Indomalayan,
and Neotropical realms rarely experienced
large fires (8, 39). Contemporary land use,
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Fig. 1. Fire-driven extinction risk by taxonomic group and habitat type. (A) The percentage of
threatened species (those classified as critically endangered, endangered, or vulnerable) for which
modification of fire regimes is a threat (defined as threat type “Natural system modifications - Fire and
fire suppression” in the IUCN Red List) for nine taxonomic groups. n is the total number of threatened
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including deforestation fires to clear primary
forest for agriculture, often promotes more
frequent and severe fires. In the Amazon
basin, logging, habitat fragmentation, and
climate change act synergistically to increase
the risk of larger and more severe fires (39).
This can drive abrupt change from forest to
derived savannas (40). Cascading effects on
a host of forest fauna have been observed,
including declines in ant and butterfly com-
munities (40, 41) (Fig. 3). In tropical forests
in Indonesia, massive wildfires caused by
land clearing threaten some of theworld’smost
biodiverse ecosystems and emblematic species
such as the orangutan (Pongo borneo) (8).
By contrast, fire has been markedly reduced

and almost eliminated from some grassy eco-
systems, such as the Serengeti-Mara savanna
of Tanzania, through increased livestock grazing
and habitat fragmentation (18). This has led
to woody encroachment, which threatens wild
populations of large herbivores (Fig. 3) (42).
Fire exclusion in the hyperdiverse Brazilian
Cerrado is threatening biodiversity in areas
where recurrent fire, which limits woody
encroachment, has been impeded by habitat
fragmentation and fire suppression policies.

Where forests have encroached into unburned
Cerrado, plant species richness has declined
by 27% and ant richness by 35% (43). In other
areas, such as parts of the Great Plains of
North America, a century or more of active
fire suppression has led to the replacement
of grassland with juniper (Juniperus spp.)
woodland (16).
Urbanization and habitat modification are

important drivers of fire regimes (13) and of
biodiversity (44) in Mediterranean-type and
temperate ecosystems. In Southern California,
native chaparral shrublands support excep-
tionally high plant diversity. Short intervals
between fires, associated with increased igni-
tions near urban areas, trails, and roads, are
converting chaparral into vegetation dominated
by exotic herbs (45). In the Mediterranean
Basin, expansion of urban areas is linked with
agricultural land abandonment: After rural
depopulation, mosaics of farmland and open
forest have shifted to more fire-prone shrub-
lands and forests (46). Larger andmore severe
wildfires are expected to negatively affect forest-
dwelling birds, but some open-country species
will benefit from more frequent fires (47). In
temperate mountain ash forests of Australia,

the cumulative impacts of logging and exten-
sive wildfires have removed large trees, plac-
ing populations of arboreal mammals that
nest in old trees, such as Leadbeater’s possum
(Gymnobelideus leadbeateri), at increased risk
of extinction (48).

Biotic mixing

Humans have redistributed species across the
globe (49) and, in doing so, have created novel
assemblages that modify fuels, fire regimes,
and postfire dynamics (50). In many parts of
the world, invasive plants have increased
flammability and fire frequency (22, 51). For
example, in deserts and shrublands of the
western United States, invasive cheatgrass
(Bromus tectorum) increases fuel loads and
continuity, which alters regional fire regimes
(52). In turn, increased fire frequency reduces
habitat for the greater sage-grouse (Centrocercus
urophasianus), a bird that prefers to forage in
dense sagebrush (53). Invasive animals can
also modify fire regimes by altering fuels (54).
The introduction of exotic vertebrate herbi-
vores to New Zealand generated open con-
ditions favorable for frequent low-intensity
fires and contributed to the conversion of
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Basin, expansion of urban areas is linked with
agricultural land abandonment: After rural
depopulation, mosaics of farmland and open
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lands and forests (46). Larger andmore severe
wildfires are expected to negatively affect forest-
dwelling birds, but some open-country species
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the cumulative impacts of logging and exten-
sive wildfires have removed large trees, plac-
ing populations of arboreal mammals that
nest in old trees, such as Leadbeater’s possum
(Gymnobelideus leadbeateri), at increased risk
of extinction (48).
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globe (49) and, in doing so, have created novel
assemblages that modify fuels, fire regimes,
and postfire dynamics (50). In many parts of
the world, invasive plants have increased
flammability and fire frequency (22, 51). For
example, in deserts and shrublands of the
western United States, invasive cheatgrass
(Bromus tectorum) increases fuel loads and
continuity, which alters regional fire regimes
(52). In turn, increased fire frequency reduces
habitat for the greater sage-grouse (Centrocercus
urophasianus), a bird that prefers to forage in
dense sagebrush (53). Invasive animals can
also modify fire regimes by altering fuels (54).
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tor is the part of the energy system where 

zero emission technologies are the most 

mature and economically competitive,” says 

Lauri Myllyvirta, an air pollution analyst 

at the Centre for Research on Energy and 

Clean Air in Helsinki. Zero-carbon electric-

ity could make charging electric vehicles 

cleaner and supplant coal for heating.

But it will require a U-turn. A recent 

study by Myllyvirta and colleagues found 

that China’s coal-fired generating capacity 

grew by about 40 gigawatts (GW) in 2019, 

to about 1050 GW. Another 100 GW is under 

construction and coal interests are lobbying 

for even more plants. “This is all despite 

significant overcapacity in the sector,” with 

plants running at less than 50% of capac-

ity and many coal-power companies losing 

money, the study said. Canadell says the 

building boom is the result of misplaced 

incentives to build coal plants and create 

construction jobs. He predicts many of the 

new plants will barely be used or become 

stranded assets that have to be written off.

A related challenge will be reforming 

the electricity market. Renewable energy 

is increasingly cost competitive with coal, 

says Li Shuo, a climate policy adviser to 

Greenpeace China. But regulators allocate 

operational time among electricity plants 

to match generation to demand, with little 

consideration of economic or environmen-

tal implications, Li says. The system over-

whelmingly favors coal-fired generation, 

partly because it doesn’t suffer from the 

variability of wind and solar power. The 

uncertain market access has already slowed 

investment in renewables, Li says. Given 

the power of coal and construction inter-

ests, the needed reforms will take consider-

able political will.

Expanding nuclear power presents chal-

lenges as well. The 2011 Fukushima Daiichi 

nuclear disaster in Japan sent ripples of 

concern through China, which mandated 

additional safety measures that made new 

plants more expensive. Public opposition is 

also growing. China has 48 nuclear power 

reactors in operation and 12 under con-

struction, according to the World Nuclear 

Association. The government had aimed 

for 58 GW of nuclear capacity by this year 

but did not get beyond 52 GW.

China’s Five-Year Plan for 2021–25, now 

being drafted, may contain concrete mea-

sures to help realize Xi’s ambitious target. 

“China’s interest in climate change has 

waned in recent years, due to the slowing 

down of economic growth and the U.S. 

withdrawal from the Paris agreement,” says 

Zhang Junjie, an environmental economist 

at Duke Kunshan University. “The commit-

ment on carbon neutrality reignited hopes 

for China’s climate action.” j
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F
or the past 3 months, arachnologist 

Jess Marsh has been searching for 

the Kangaroo Island assassin spider. 

Early this year, during the worst fire 

season ever recorded in Australia, 

a wildfire charred the spider’s only 

known home on an island off the nation’s 

south coast. Now, Marsh fears the tiny, rusty 

brown arachnid is another of the many Aus-

tralian species that the blazes have put on 

a path to extinction: Countless hours of 

scouting haven’t revealed a single survivor. 

“Its habitat is completely incinerated,” says 

Marsh, who is affiliated with Charles Dar-

win University.

She isn’t the only field biologist worried 

that the record wildfires around the globe 

are inflicting lasting damage on species and 

ecosystems. Even as Australia tallies the 

damage from its blazes, the worst fires in 

more than 70 years are burning in Califor-

nia, Oregon, and Washington; so far, they 

have consumed some 2 million hectares, 

killing at least 35 people. As in Australia, 

scientists fear the loss of habitat has threat-

ened species with small populations or re-

stricted ranges, and could potentially lead 

to permanent ecological changes if burned 

landscapes fail to rebound in a warming cli-

mate. “We are in uncharted territory here,” 

says ecologist S. Ma�eika Patricio Sullivan 

of Ohio State University, Columbus. “We 

just don’t know how resilient species and 

ecosystems will be to wildfires of the mag-

nitude, frequency, and intensity that we are 

currently experiencing in the U.S. West.”

Australia’s postfire experience offers 

cause for anxiety, researchers say. From 

September 2019 to March, more than 

11 million hectares burned, mostly in the 

continent’s southeastern forests, killing at 

least 34 people. More than 20% of the na-

tion’s total forest cover was lost, researchers 

at Western Sydney University reported in 

February. Even normally fire-proof rainfor-

ests and wetlands were scorched (Science, 

20 December 2019, p. 1427). By one esti-

mate, released early this year by the Aus-

tralian government, 114 threatened plant 

and animal species lost 50% to 80% of their 

habitats; 327 species saw more than 10% of 

their ranges burn.

Those estimates, however, were based on 

satellite data, says John Woinarski, also at 

Charles Darwin University. To get better as-

sessments, researchers have been trying to 

visit burned sites, an effort complicated by 

the COVID-19 pandemic.

In some cases, they’ve reported good 

news. There was grave concern for the en-

Record U.S. and Australian fires 
raise fears for many species 
Scientists say fires likely wiped out some rare Australian 
organisms, and worry U.S. blazes now threaten more
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Many koalas were killed by Australia’s record wildfires, jeopardizing the survival of some populations.
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tor is the part of the energy system where 

zero emission technologies are the most 

mature and economically competitive,” says 

Lauri Myllyvirta, an air pollution analyst 

at the Centre for Research on Energy and 

Clean Air in Helsinki. Zero-carbon electric-

ity could make charging electric vehicles 

cleaner and supplant coal for heating.

But it will require a U-turn. A recent 

study by Myllyvirta and colleagues found 

that China’s coal-fired generating capacity 

grew by about 40 gigawatts (GW) in 2019, 

to about 1050 GW. Another 100 GW is under 

construction and coal interests are lobbying 

for even more plants. “This is all despite 

significant overcapacity in the sector,” with 

plants running at less than 50% of capac-

ity and many coal-power companies losing 

money, the study said. Canadell says the 

building boom is the result of misplaced 

incentives to build coal plants and create 

construction jobs. He predicts many of the 

new plants will barely be used or become 

stranded assets that have to be written off.

A related challenge will be reforming 

the electricity market. Renewable energy 

is increasingly cost competitive with coal, 

says Li Shuo, a climate policy adviser to 

Greenpeace China. But regulators allocate 

operational time among electricity plants 

to match generation to demand, with little 

consideration of economic or environmen-

tal implications, Li says. The system over-

whelmingly favors coal-fired generation, 

partly because it doesn’t suffer from the 

variability of wind and solar power. The 

uncertain market access has already slowed 

investment in renewables, Li says. Given 

the power of coal and construction inter-

ests, the needed reforms will take consider-

able political will.

Expanding nuclear power presents chal-

lenges as well. The 2011 Fukushima Daiichi 

nuclear disaster in Japan sent ripples of 

concern through China, which mandated 

additional safety measures that made new 

plants more expensive. Public opposition is 

also growing. China has 48 nuclear power 

reactors in operation and 12 under con-

struction, according to the World Nuclear 

Association. The government had aimed 

for 58 GW of nuclear capacity by this year 

but did not get beyond 52 GW.

China’s Five-Year Plan for 2021–25, now 

being drafted, may contain concrete mea-

sures to help realize Xi’s ambitious target. 

“China’s interest in climate change has 

waned in recent years, due to the slowing 

down of economic growth and the U.S. 

withdrawal from the Paris agreement,” says 

Zhang Junjie, an environmental economist 

at Duke Kunshan University. “The commit-

ment on carbon neutrality reignited hopes 

for China’s climate action.” j
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south coast. Now, Marsh fears the tiny, rusty 

brown arachnid is another of the many Aus-

tralian species that the blazes have put on 

a path to extinction: Countless hours of 

scouting haven’t revealed a single survivor. 

“Its habitat is completely incinerated,” says 

Marsh, who is affiliated with Charles Dar-
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She isn’t the only field biologist worried 

that the record wildfires around the globe 

are inflicting lasting damage on species and 

ecosystems. Even as Australia tallies the 

damage from its blazes, the worst fires in 

more than 70 years are burning in Califor-

nia, Oregon, and Washington; so far, they 

have consumed some 2 million hectares, 

killing at least 35 people. As in Australia, 

scientists fear the loss of habitat has threat-

ened species with small populations or re-

stricted ranges, and could potentially lead 

to permanent ecological changes if burned 

landscapes fail to rebound in a warming cli-

mate. “We are in uncharted territory here,” 

says ecologist S. Ma�eika Patricio Sullivan 

of Ohio State University, Columbus. “We 

just don’t know how resilient species and 

ecosystems will be to wildfires of the mag-

nitude, frequency, and intensity that we are 

currently experiencing in the U.S. West.”

Australia’s postfire experience offers 

cause for anxiety, researchers say. From 

September 2019 to March, more than 

11 million hectares burned, mostly in the 

continent’s southeastern forests, killing at 

least 34 people. More than 20% of the na-

tion’s total forest cover was lost, researchers 

at Western Sydney University reported in 

February. Even normally fire-proof rainfor-

ests and wetlands were scorched (Science, 

20 December 2019, p. 1427). By one esti-

mate, released early this year by the Aus-

tralian government, 114 threatened plant 

and animal species lost 50% to 80% of their 

habitats; 327 species saw more than 10% of 

their ranges burn.

Those estimates, however, were based on 

satellite data, says John Woinarski, also at 

Charles Darwin University. To get better as-

sessments, researchers have been trying to 

visit burned sites, an effort complicated by 

the COVID-19 pandemic.

In some cases, they’ve reported good 

news. There was grave concern for the en-
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organisms, and worry U.S. blazes now threaten more
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at the Centre for Research on Energy and 
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ity could make charging electric vehicles 

cleaner and supplant coal for heating.
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study by Myllyvirta and colleagues found 

that China’s coal-fired generating capacity 

grew by about 40 gigawatts (GW) in 2019, 

to about 1050 GW. Another 100 GW is under 

construction and coal interests are lobbying 

for even more plants. “This is all despite 

significant overcapacity in the sector,” with 

plants running at less than 50% of capac-

ity and many coal-power companies losing 

money, the study said. Canadell says the 

building boom is the result of misplaced 

incentives to build coal plants and create 

construction jobs. He predicts many of the 

new plants will barely be used or become 

stranded assets that have to be written off.

A related challenge will be reforming 

the electricity market. Renewable energy 

is increasingly cost competitive with coal, 

says Li Shuo, a climate policy adviser to 

Greenpeace China. But regulators allocate 

operational time among electricity plants 

to match generation to demand, with little 

consideration of economic or environmen-

tal implications, Li says. The system over-

whelmingly favors coal-fired generation, 

partly because it doesn’t suffer from the 

variability of wind and solar power. The 

uncertain market access has already slowed 

investment in renewables, Li says. Given 

the power of coal and construction inter-

ests, the needed reforms will take consider-

able political will.
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lenges as well. The 2011 Fukushima Daiichi 
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concern through China, which mandated 

additional safety measures that made new 

plants more expensive. Public opposition is 

also growing. China has 48 nuclear power 

reactors in operation and 12 under con-

struction, according to the World Nuclear 

Association. The government had aimed 

for 58 GW of nuclear capacity by this year 

but did not get beyond 52 GW.

China’s Five-Year Plan for 2021–25, now 

being drafted, may contain concrete mea-

sures to help realize Xi’s ambitious target. 
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pressure, which includes increased benthic 

trawling (5), will further be compounded by 

the combination of warming and acidifica-

tion. These local-scale conclusions are well 

aligned with global models forecasting con-

tinual declines in global ocean animal bio-

mass, especially at higher trophic levels, as 

climates change (8). Beyond the end of this 

century, these impacts are expected to be es-

pecially severe in some regions (9).

Human futures are not the only ones that 

are at stake. Other species, and ecosystems, 

also depend on what’s happening in the sea. 

Marine secondary consumers, such as fish, 

are not the end of the trophic line. Rather, 

they are also food for seabird and marine 

mammal species, which are themselves now 

under pressure from changing climates and 

human activity (10). Moreover, these verte-

brates play a role in the transfer of marine 

nutrients to terrestrial areas, thus contribut-

ing to the functioning of coastal margin and 

island ecosystems (11). 

One finding from Nagelkerken et al.’s 

experiments that might seem unusual is 

the limited impact of acidification alone. 

Acidification’s effects on animals—such as 

influences on embryonic development, adult 

reproduction, and energetics—are now prov-

ing in many cases to be less severe than 

feared (12). But the effects of interactions 

between stressors are not yet well character-

ized. Rich opportunity exists to determine 

just how general Nagelkerken et al.’s find-

ings are, by exploring the outcomes of in-

teractions among multiple stressors such as 

increased temperature, increased carbon di-

oxide, and changing salinity. Whether their 

results, which show an absence under future 

conditions of important stabilizing processes 

that include species substitution, functional 

redundancy, and trophic compensation, ap-

ply as much to other settings as they do to 

the system they investigated is far from clear. 

Indeed, replication in other ways and other 

settings of this work is critical because me-

socosm outcomes can be quite variable (1). 

If the trajectory documented by 

Nagelkerken et al. is found elsewhere, ad-

ditional early warning indicators, such as 

initial declines in primary consumer bio-

mass and productivity, will have been made 

available. These are indicators that could 

help detect and perhaps prevent the tran-

sition of marine systems to states that are 

much less rich and productive than they are 

now. Overall, the message from these marine 

mesocosm trials is clear: Destabilization of 

marine food webs can only be mitigated if 

further concerted action is taken to reduce 

greenhouse gas emissions. j
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NEUROSCIENCE

An early start 
to Huntington’s 
disease
The huntingtin gene 
mutation interferes with 
neurogenesis in 
human fetal cortex 

By Marian DiFiglia 

H
untington’s disease (HD) is a rare, 

inherited brain disorder that causes 

progressive degeneration of neurons, 

impaired movement and cognition, 

and death ~15 years after onset. 

Most carriers of the pathogenic mu-

tation in the huntingtin (HTT) gene develop 

symptoms in midlife, but abnormalities in 

the brain can occur a decade earlier. On 

page 787 of this issue, Barnat et al. (1) de-

scribe anomalies in neuronal precursors 

destined for the cortex of human fetal brain 

and embryonic mouse brain harboring 

HD-associated mutations in the HTT gene. 

These findings prompt questions about the 

impact of these events on early develop-

ment, the emergence of disease, and the 

timing of therapeutic interventions. 

The genetic mutation in HTT causes 

an increase in the number of consecutive 

DNA triplets of CAG, which encodes gluta-

mine. This results in 39 or more glutamine 

residues in the mutant huntingtin protein 

(mHTT) (2). Most of the affected individu-

als are heterozygous for the mutation, have 

an average of 42 CAG repeats in the mutant 

HTT allele, and experience onset of the dis-

ease in midlife. Human embryos studied by 

Barnat et al. had CAG repeat numbers in 

this range. Ten percent of HTT carriers have 

55 or more CAG repeats and suffer juvenile 

onset with progressive cognitive decline 

but more rigid postures instead of the cho-

reiform (rapid, jerky) movements that are 

typical of adult onset HD. Thus, CAG repeat 

length inversely correlates with the age of 

disease onset. The CAG repeat is also unsta-

ble and continues to expand in postmitotic 

neurons, likely instigating greater harm. 

In the postmortem brain of HTT gene 

Laboratory of Cellular Neurobiology, Department of 
Neurology, Massachusetts General Hospital and Harvard 
Medical School, Charlestown MA, USA.  
Email: difiglia@helix.mgh.harvard.edu 

Expected changes to future marine trophic structure
Currently, marine nearshore systems have high primary producer biomass and productivity, which declines 
moderately with increasing trophic level. Mesocosm experiments reveal a sharp decline in primary—but not 
secondary—consumer biomass and productivity in response to expected end-of-century temperature and 
acidification conditions. Such trophic structure is unstable. In the absence of adaptation, systems are expected 
to collapse to those with few secondary consumers and a dominance of primary producers.
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By Jon Bridle and Alexandra van Rensburg

I
n 1949, environmentalist Aldo Leopold 

wrote that “one of the penalties of an 

ecological education is that one lives 

alone in a world of wounds” (1). Seventy 

years later, biologists no longer wit-

ness such wounds in solitude. Instead, 

millions of people on social media share 

evidence every day of how the behavior of a 

wealthy minority (2) has created unsustain-

able rates of biodiversity loss and climate 

transformation (3). Now, on 

page 685 of this issue, Soroye 

et al. demonstrate widespread 

declines in bumble bee species 

that are better explained by the 

frequency of climate extremes 

than by changes in average tem-

peratures (4).

Despite increasingly precise 

predictions of rises in aver-

age temperatures and the fre-

quency of extreme weather 

events, biologists still cannot 

predict how ecological com-

munities will respond to these 

changes. This means that scien-

tists cannot predict where, and 

at what rates of climate change, 

ecosystems will stop providing 

the rainfall, decomposition, 

and biological productivity on 

which all economies depend. 

Another key unknown is to 

what extent ongoing habitat 

and biodiversity loss reduces 

the ability of ecological com-

munities to evolve in response 

to the climate crisis (3).

To determine these critical 

rates of biodiversity loss and 

climate change as well as where they are 

being exceeded (5), scientists test for shifts 

in the distribution of species over time and 

across their geographical ranges. Such stud-

ies reveal that the warming climate leaves a 

footprint: The abundances of many plant, 

animal, and fungal species have contracted 

at low latitudes and elevations, and have 

increased at high latitudes and elevations 

(6). How these responses to environmental 

change vary according to species’ life histo-

ries, ecologies, and their biotic interactions 

provides a test of which ecosystems and lo-

calities are least resilient to global change.

Soroye et al. used long-term datasets to as-

sess changes in the abundance and geograph-

ical distribution of 66 bumble bee species in 

Europe and North America between two pe-

riods, 1901–1974 and 2000–2014. Two of their 

findings are especially alarming. Bumble 

bee populations showed substantial declines 

at southern (warming) ecological margins 

but fewer compensating population expan-

sions at northern (cooler) margins, suggest-

ing widespread declines in bee biodiversity 

across both continents. Moreover, the causes 

of these declines apparently depend more on 

the frequency of extremely warm years than 

on increases in average temperatures. As pre-

vailing temperatures climb closer to species’ 

physiological limits, extreme climate events 

will become increasingly associated with bio-

diversity loss. In addition, their effects will 

become more pronounced as cooler habi-

tats, where organisms can survive unusually 

warm periods (e.g., deeper water, higher el-

evations), become increasingly rare.

Shifts in species’ distributions in time and 

space vary considerably across those taxa 

and latitudes for which detailed data exist. 

For example, the physiological thermal limits 

of marine organisms tend to closely predict 

their spatial distributions, whereas those of 

terrestrial organisms do not. This is probably 

because habitat loss and fragmentation limit 

dispersal on land more than in the ocean (7). 

Surprisingly, however, the new study shows 

that bumble bee range expansions are just 

as rare in less intensively farmed landscapes 

as they are in intensively farmed 

ones where habitat fragmenta-

tion is higher. Why range ex-

pansions in temperate bumble 

bees are relatively rare, even 

across relatively undisturbed 

environments, demands further 

investigation.

The ability of organisms to 

alter their behavior or the tim-

ing of key life events such as 

hibernation, flowering time, 

and germination can minimize 

organisms’ exposure to climate 

extremes. Such plasticity can 

slow population declines and 

accelerate range expansions (8). 

Also, many organisms threat-

ened by warming persist by 

dispersing to locally cool micro-

climates (9). This active agency 

of organisms to select suitable 

habitats in time and space 

tends to increase population 

fragmentation at a fine spatial 

scale while retaining occupancy 

at larger spatial scales (10).

However, beyond a criti-

cal amount of environmental 

change—arguably similar to 

that routinely experienced during a species’ 

history—plasticity will no longer have suf-

ficient scope to buffer climate extremes (11). 

As climates exceed these critical limits, the 

widespread declines now observed for bum-

ble bee species will manifest in more and 

more organisms and places. These declines 

also will be increasingly associated with ex-

treme climatic events rather than average 

changes in temperature (6).

Rapid evolution could also prevent de-

clines in population abundance and allow 

range shifts despite habitat fragmentation 

(12). This might result from natural selec-

ECOLOGY

Discovering the limits of ecological resilience
Bumble bee declines reveal species pushed to the edge of their environmental tolerances
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Declines in Bombus terricola landed them on Canada’s “Species at Risk” list. Climate 

change seems to be the cause, with population declines better explained by more 

frequent temperature extremes rather than by changes in average temperatures. 
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By Jon Bridle and Alexandra van Rensburg

I
n 1949, environmentalist Aldo Leopold 

wrote that “one of the penalties of an 

ecological education is that one lives 

alone in a world of wounds” (1). Seventy 

years later, biologists no longer wit-

ness such wounds in solitude. Instead, 

millions of people on social media share 

evidence every day of how the behavior of a 

wealthy minority (2) has created unsustain-

able rates of biodiversity loss and climate 

transformation (3). Now, on 

page 685 of this issue, Soroye 

et al. demonstrate widespread 

declines in bumble bee species 

that are better explained by the 

frequency of climate extremes 

than by changes in average tem-

peratures (4).

Despite increasingly precise 

predictions of rises in aver-

age temperatures and the fre-

quency of extreme weather 

events, biologists still cannot 

predict how ecological com-

munities will respond to these 

changes. This means that scien-

tists cannot predict where, and 

at what rates of climate change, 

ecosystems will stop providing 

the rainfall, decomposition, 

and biological productivity on 

which all economies depend. 

Another key unknown is to 

what extent ongoing habitat 

and biodiversity loss reduces 

the ability of ecological com-

munities to evolve in response 

to the climate crisis (3).

To determine these critical 

rates of biodiversity loss and 

climate change as well as where they are 

being exceeded (5), scientists test for shifts 

in the distribution of species over time and 

across their geographical ranges. Such stud-

ies reveal that the warming climate leaves a 

footprint: The abundances of many plant, 

animal, and fungal species have contracted 

at low latitudes and elevations, and have 

increased at high latitudes and elevations 

(6). How these responses to environmental 

change vary according to species’ life histo-

ries, ecologies, and their biotic interactions 

provides a test of which ecosystems and lo-

calities are least resilient to global change.

Soroye et al. used long-term datasets to as-

sess changes in the abundance and geograph-

ical distribution of 66 bumble bee species in 

Europe and North America between two pe-

riods, 1901–1974 and 2000–2014. Two of their 

findings are especially alarming. Bumble 

bee populations showed substantial declines 

at southern (warming) ecological margins 

but fewer compensating population expan-

sions at northern (cooler) margins, suggest-

ing widespread declines in bee biodiversity 

across both continents. Moreover, the causes 

of these declines apparently depend more on 

the frequency of extremely warm years than 

on increases in average temperatures. As pre-

vailing temperatures climb closer to species’ 

physiological limits, extreme climate events 

will become increasingly associated with bio-

diversity loss. In addition, their effects will 

become more pronounced as cooler habi-

tats, where organisms can survive unusually 

warm periods (e.g., deeper water, higher el-

evations), become increasingly rare.

Shifts in species’ distributions in time and 

space vary considerably across those taxa 

and latitudes for which detailed data exist. 

For example, the physiological thermal limits 

of marine organisms tend to closely predict 

their spatial distributions, whereas those of 

terrestrial organisms do not. This is probably 

because habitat loss and fragmentation limit 

dispersal on land more than in the ocean (7). 

Surprisingly, however, the new study shows 

that bumble bee range expansions are just 

as rare in less intensively farmed landscapes 

as they are in intensively farmed 

ones where habitat fragmenta-

tion is higher. Why range ex-

pansions in temperate bumble 

bees are relatively rare, even 

across relatively undisturbed 

environments, demands further 

investigation.

The ability of organisms to 

alter their behavior or the tim-

ing of key life events such as 

hibernation, flowering time, 

and germination can minimize 

organisms’ exposure to climate 

extremes. Such plasticity can 

slow population declines and 

accelerate range expansions (8). 

Also, many organisms threat-

ened by warming persist by 

dispersing to locally cool micro-

climates (9). This active agency 

of organisms to select suitable 

habitats in time and space 

tends to increase population 

fragmentation at a fine spatial 

scale while retaining occupancy 

at larger spatial scales (10).

However, beyond a criti-

cal amount of environmental 

change—arguably similar to 

that routinely experienced during a species’ 

history—plasticity will no longer have suf-

ficient scope to buffer climate extremes (11). 

As climates exceed these critical limits, the 

widespread declines now observed for bum-

ble bee species will manifest in more and 

more organisms and places. These declines 

also will be increasingly associated with ex-

treme climatic events rather than average 

changes in temperature (6).

Rapid evolution could also prevent de-

clines in population abundance and allow 

range shifts despite habitat fragmentation 

(12). This might result from natural selec-
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Declines in Bombus terricola landed them on Canada’s “Species at Risk” list. Climate 

change seems to be the cause, with population declines better explained by more 

frequent temperature extremes rather than by changes in average temperatures. 
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By Jon Bridle and Alexandra van Rensburg

I
n 1949, environmentalist Aldo Leopold 

wrote that “one of the penalties of an 

ecological education is that one lives 

alone in a world of wounds” (1). Seventy 

years later, biologists no longer wit-

ness such wounds in solitude. Instead, 

millions of people on social media share 

evidence every day of how the behavior of a 

wealthy minority (2) has created unsustain-

able rates of biodiversity loss and climate 

transformation (3). Now, on 

page 685 of this issue, Soroye 

et al. demonstrate widespread 

declines in bumble bee species 

that are better explained by the 

frequency of climate extremes 

than by changes in average tem-

peratures (4).

Despite increasingly precise 

predictions of rises in aver-

age temperatures and the fre-

quency of extreme weather 

events, biologists still cannot 

predict how ecological com-

munities will respond to these 

changes. This means that scien-

tists cannot predict where, and 

at what rates of climate change, 

ecosystems will stop providing 

the rainfall, decomposition, 

and biological productivity on 

which all economies depend. 

Another key unknown is to 

what extent ongoing habitat 

and biodiversity loss reduces 

the ability of ecological com-

munities to evolve in response 

to the climate crisis (3).

To determine these critical 

rates of biodiversity loss and 

climate change as well as where they are 

being exceeded (5), scientists test for shifts 

in the distribution of species over time and 

across their geographical ranges. Such stud-

ies reveal that the warming climate leaves a 

footprint: The abundances of many plant, 

animal, and fungal species have contracted 

at low latitudes and elevations, and have 

increased at high latitudes and elevations 

(6). How these responses to environmental 

change vary according to species’ life histo-

ries, ecologies, and their biotic interactions 

provides a test of which ecosystems and lo-

calities are least resilient to global change.

Soroye et al. used long-term datasets to as-

sess changes in the abundance and geograph-

ical distribution of 66 bumble bee species in 

Europe and North America between two pe-

riods, 1901–1974 and 2000–2014. Two of their 

findings are especially alarming. Bumble 

bee populations showed substantial declines 

at southern (warming) ecological margins 

but fewer compensating population expan-

sions at northern (cooler) margins, suggest-

ing widespread declines in bee biodiversity 

across both continents. Moreover, the causes 

of these declines apparently depend more on 

the frequency of extremely warm years than 

on increases in average temperatures. As pre-

vailing temperatures climb closer to species’ 

physiological limits, extreme climate events 

will become increasingly associated with bio-

diversity loss. In addition, their effects will 

become more pronounced as cooler habi-

tats, where organisms can survive unusually 

warm periods (e.g., deeper water, higher el-

evations), become increasingly rare.

Shifts in species’ distributions in time and 

space vary considerably across those taxa 

and latitudes for which detailed data exist. 

For example, the physiological thermal limits 

of marine organisms tend to closely predict 

their spatial distributions, whereas those of 

terrestrial organisms do not. This is probably 

because habitat loss and fragmentation limit 

dispersal on land more than in the ocean (7). 

Surprisingly, however, the new study shows 

that bumble bee range expansions are just 

as rare in less intensively farmed landscapes 

as they are in intensively farmed 

ones where habitat fragmenta-

tion is higher. Why range ex-

pansions in temperate bumble 

bees are relatively rare, even 

across relatively undisturbed 

environments, demands further 

investigation.

The ability of organisms to 

alter their behavior or the tim-

ing of key life events such as 

hibernation, flowering time, 

and germination can minimize 

organisms’ exposure to climate 

extremes. Such plasticity can 

slow population declines and 

accelerate range expansions (8). 

Also, many organisms threat-

ened by warming persist by 

dispersing to locally cool micro-

climates (9). This active agency 

of organisms to select suitable 

habitats in time and space 

tends to increase population 

fragmentation at a fine spatial 

scale while retaining occupancy 

at larger spatial scales (10).

However, beyond a criti-

cal amount of environmental 

change—arguably similar to 

that routinely experienced during a species’ 

history—plasticity will no longer have suf-

ficient scope to buffer climate extremes (11). 

As climates exceed these critical limits, the 

widespread declines now observed for bum-

ble bee species will manifest in more and 

more organisms and places. These declines 

also will be increasingly associated with ex-

treme climatic events rather than average 

changes in temperature (6).

Rapid evolution could also prevent de-

clines in population abundance and allow 

range shifts despite habitat fragmentation 

(12). This might result from natural selec-
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By Jon Bridle and Alexandra van Rensburg

I
n 1949, environmentalist Aldo Leopold 

wrote that “one of the penalties of an 

ecological education is that one lives 

alone in a world of wounds” (1). Seventy 

years later, biologists no longer wit-

ness such wounds in solitude. Instead, 

millions of people on social media share 

evidence every day of how the behavior of a 

wealthy minority (2) has created unsustain-

able rates of biodiversity loss and climate 

transformation (3). Now, on 

page 685 of this issue, Soroye 

et al. demonstrate widespread 

declines in bumble bee species 

that are better explained by the 

frequency of climate extremes 

than by changes in average tem-

peratures (4).

Despite increasingly precise 

predictions of rises in aver-

age temperatures and the fre-

quency of extreme weather 

events, biologists still cannot 

predict how ecological com-

munities will respond to these 

changes. This means that scien-

tists cannot predict where, and 

at what rates of climate change, 

ecosystems will stop providing 

the rainfall, decomposition, 

and biological productivity on 

which all economies depend. 

Another key unknown is to 

what extent ongoing habitat 

and biodiversity loss reduces 

the ability of ecological com-

munities to evolve in response 

to the climate crisis (3).

To determine these critical 

rates of biodiversity loss and 

climate change as well as where they are 

being exceeded (5), scientists test for shifts 

in the distribution of species over time and 

across their geographical ranges. Such stud-

ies reveal that the warming climate leaves a 

footprint: The abundances of many plant, 

animal, and fungal species have contracted 

at low latitudes and elevations, and have 

increased at high latitudes and elevations 

(6). How these responses to environmental 

change vary according to species’ life histo-

ries, ecologies, and their biotic interactions 

provides a test of which ecosystems and lo-

calities are least resilient to global change.

Soroye et al. used long-term datasets to as-

sess changes in the abundance and geograph-

ical distribution of 66 bumble bee species in 

Europe and North America between two pe-

riods, 1901–1974 and 2000–2014. Two of their 

findings are especially alarming. Bumble 

bee populations showed substantial declines 

at southern (warming) ecological margins 

but fewer compensating population expan-

sions at northern (cooler) margins, suggest-

ing widespread declines in bee biodiversity 

across both continents. Moreover, the causes 

of these declines apparently depend more on 

the frequency of extremely warm years than 

on increases in average temperatures. As pre-

vailing temperatures climb closer to species’ 

physiological limits, extreme climate events 

will become increasingly associated with bio-

diversity loss. In addition, their effects will 

become more pronounced as cooler habi-

tats, where organisms can survive unusually 

warm periods (e.g., deeper water, higher el-

evations), become increasingly rare.

Shifts in species’ distributions in time and 

space vary considerably across those taxa 

and latitudes for which detailed data exist. 

For example, the physiological thermal limits 

of marine organisms tend to closely predict 

their spatial distributions, whereas those of 

terrestrial organisms do not. This is probably 

because habitat loss and fragmentation limit 

dispersal on land more than in the ocean (7). 

Surprisingly, however, the new study shows 

that bumble bee range expansions are just 

as rare in less intensively farmed landscapes 

as they are in intensively farmed 

ones where habitat fragmenta-

tion is higher. Why range ex-

pansions in temperate bumble 

bees are relatively rare, even 

across relatively undisturbed 

environments, demands further 

investigation.

The ability of organisms to 

alter their behavior or the tim-

ing of key life events such as 

hibernation, flowering time, 

and germination can minimize 

organisms’ exposure to climate 

extremes. Such plasticity can 

slow population declines and 

accelerate range expansions (8). 

Also, many organisms threat-

ened by warming persist by 

dispersing to locally cool micro-

climates (9). This active agency 

of organisms to select suitable 

habitats in time and space 

tends to increase population 

fragmentation at a fine spatial 

scale while retaining occupancy 

at larger spatial scales (10).

However, beyond a criti-

cal amount of environmental 

change—arguably similar to 

that routinely experienced during a species’ 

history—plasticity will no longer have suf-

ficient scope to buffer climate extremes (11). 

As climates exceed these critical limits, the 

widespread declines now observed for bum-

ble bee species will manifest in more and 

more organisms and places. These declines 

also will be increasingly associated with ex-

treme climatic events rather than average 

changes in temperature (6).

Rapid evolution could also prevent de-

clines in population abundance and allow 

range shifts despite habitat fragmentation 

(12). This might result from natural selec-
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Declines in Bombus terricola landed them on Canada’s “Species at Risk” list. Climate 

change seems to be the cause, with population declines better explained by more 
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POLLINATOR DECLINE

Climate change contributes to widespread declines
among bumble bees across continents
Peter Soroye1*, Tim Newbold2, Jeremy Kerr1

Climate change could increase species’ extinction risk as temperatures and precipitation begin to exceed
species’ historically observed tolerances. Using long-term data for 66 bumble bee species across North
America and Europe, we tested whether this mechanism altered likelihoods of bumble bee species’
extinction or colonization. Increasing frequency of hotter temperatures predicts species’ local extinction
risk, chances of colonizing a new area, and changing species richness. Effects are independent of
changing land uses. The method developed in this study permits spatially explicit predictions of climate
change–related population extinction-colonization dynamics within species that explains observed
patterns of geographical range loss and expansion across continents. Increasing frequencies of
temperatures that exceed historically observed tolerances help explain widespread bumble bee species
decline. This mechanism may also contribute to biodiversity loss more generally.

R
ecent climate changes have accelerated
range losses among many species (1, 2).
Variation in species’ extinction risk or
chances of colonizing a new area deter-
mine whether species’ ranges expand

or decline as new climatic conditions emerge.
Understanding how changing climatic condi-
tions alter species’ local extinction (extirpation)
or colonization probabilities has proven excep-
tionally challenging, particularly in the pres-
ence of other environmental changes, such as
habitat loss. Furthermore, identifying which
species will most likely be at risk from climate
change and where those risks will be greatest
is critical to the development of conservation
strategies (3, 4).
Althoughmanymechanisms could alter how

species fare as climate changes, discovering
processes that strongly affect species persist-
ence remains among the foremost challenges
in conservation (5). Climate change could pose
risks to species in part by increasing the fre-
quency of environmental conditions that ex-
ceed species’ tolerances, causing population
decline and potentially extirpation (6, 7). Con-
versely, climate change may render marginal
areas more suitable for a species, making
colonization of that locale more likely (1).
Understanding and predicting spatially expli-
cit colonization and extinction likelihood could
identify which species are vulnerable to climate
change and where, identify which species may
benefit, and suggest interventions to mitigate
conservation risks. Colonization and extinction
dynamics, in combination across a regional
species assemblage, determine how species
richness changes. Among taxa that contribute
critically to ecosystem service provision, includ-
ing pollinators such as bumble bees (Bombus),

species richness decline could impair ecosystem
services (8).
We evaluated changes in bumble bee spe-

cies occupancy and regional richness across
North America and Europe using a database
of ~550,000 georeferenced occurrence records
of 66 bumble bee species (figs. S1 and S2 and
table S1) (1, 9). We estimated species’ distribu-
tions in quadrats that measured 100 km by
100 km, in a baseline (1901–1974) and recent
period (2000–2014) (9). Climate across Europe
and North America has changed greatly be-
tween these time periods (fig. S3). Although
the baseline period was substantially longer,
there were 49% more records in the recent pe-
riod. Non–detection bias (difficulty distin-
guishing among true and false absences due
to imperfect detection) in opportunistic oc-
currence records can reduce measurement
accuracy of species distributions and overall
richness (10). Consequently, we used detection-
corrected occupancy models to estimate prob-
ability of occurrence for each species in quadrats
in each time period (9). We calculated changes
in species’ probabilities of occupancy and gen-
erated detection-corrected estimates of species
richness change between periods (fig. S4).
We predict greater declines in bumble bee

species occupancy and species richness where
changing climatic conditions more frequently
exceed individual species’ historically observed
tolerances. Conversely, we predict greater oc-
cupancy and species richness in areas where
climate changes more frequently cause local
weather to fall within species’ historically ob-
served tolerances. Temperature and precip-
itation can affect bumble bee mortality and
fecundity directly [e.g., (11)] and indirectly
through changes to floral resources (12). For
both periods, we calculated proximity of climatic
conditions within quadrats across these con-
tinents to estimated thermal and precipitation
limits of all 66 species. We averaged monthly
temperatures and total precipitation in local-

ities where species were observed and rescaled
these measures relative to each species’s histor-
ically observed climatic limits. Those limits were
calculated from averages of the five highest
monthly maximum and lowest monthly mini-
mum temperatures, or five highest and lowest
monthly total precipitation values, from among
values for all location-year combinations where
that species was observed during the baseline.
Although climate limits inferred from observed
distributions might not always identify actual
physiological tolerances, they can suggest such
limits and can prove useful in the absence of
more mechanistic data (1). We calculated local
changes in this new climatic position index
between baseline and recent time periods and
also averaged it across all species present per
quadrat to calculate community-averaged cli-
matic position index (Fig. 1 and fig. S5).
Our measurements of bumble bee species

occupancy over time provide evidence of rapid
and widespread declines across Europe and
NorthAmerica. Theprobability of site occupancy
declined on average by 46% (±3.3% SE) inNorth
America and 17% (±4.9% SE) in Europe relative
to the baseline period (Fig. 2). Declines were
robust to detection-correction methods (figs.
S6A and S7) and consistent with reductions in
detection-corrected species richness (fig. S6B) (9).
Declines among bumble bee species relate

to the frequency and extent to which climatic
conditions approach or exceed species’ histor-
ically observed climatic limits, particularly for
temperature. Wemodeled change in probability
of site occupancy with phylogenetic generalized
linear mixed models using thermal position
variables (baseline, change since baseline, and
the interaction between these), precipitation
position variables (baseline, change since base-
line, and the interaction between these), the
interaction between baseline thermal and pre-
cipitation position terms, and the interaction
between change in thermal position and change
in precipitation position. We controlled for
continent (9). The models support our predic-
tions: Probability of occupancy decreases when
temperatures rise above species’ upper thermal
limits (Fig. 3A, fig. S8A, and table S2), whereas
warming in regions that were previously near
species’ cold limits is associatedwith increasing
occupancy. Evidence for precipitation influenc-
ing site occupancy was mixed, but declines
were more likely in sites that became drier
(Fig. 3B, fig. S8B, and table S2). Our model’s
capacity to predict change in occupancy [mar-
ginal coefficient of determination (R2) = 0.11]
was comparable to the predictive ability of
other macroecological models of the bio-
logical impacts of climate change (2), but our
models predicted extirpation and coloniza-
tion more capably [marginal R2 = 0.53 to
0.87 (9)]. Whereas there was weak evidence
for a phylogenetic signal in the response of
occupancy (Pagel’s l = 0.12), modeling extirpation
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POLLINATOR DECLINE

Climate change contributes to widespread declines
among bumble bees across continents
Peter Soroye1*, Tim Newbold2, Jeremy Kerr1

Climate change could increase species’ extinction risk as temperatures and precipitation begin to exceed
species’ historically observed tolerances. Using long-term data for 66 bumble bee species across North
America and Europe, we tested whether this mechanism altered likelihoods of bumble bee species’
extinction or colonization. Increasing frequency of hotter temperatures predicts species’ local extinction
risk, chances of colonizing a new area, and changing species richness. Effects are independent of
changing land uses. The method developed in this study permits spatially explicit predictions of climate
change–related population extinction-colonization dynamics within species that explains observed
patterns of geographical range loss and expansion across continents. Increasing frequencies of
temperatures that exceed historically observed tolerances help explain widespread bumble bee species
decline. This mechanism may also contribute to biodiversity loss more generally.
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is critical to the development of conservation
strategies (3, 4).
Althoughmanymechanisms could alter how

species fare as climate changes, discovering
processes that strongly affect species persist-
ence remains among the foremost challenges
in conservation (5). Climate change could pose
risks to species in part by increasing the fre-
quency of environmental conditions that ex-
ceed species’ tolerances, causing population
decline and potentially extirpation (6, 7). Con-
versely, climate change may render marginal
areas more suitable for a species, making
colonization of that locale more likely (1).
Understanding and predicting spatially expli-
cit colonization and extinction likelihood could
identify which species are vulnerable to climate
change and where, identify which species may
benefit, and suggest interventions to mitigate
conservation risks. Colonization and extinction
dynamics, in combination across a regional
species assemblage, determine how species
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Although climate limits inferred from observed
distributions might not always identify actual
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Declines among bumble bee species relate
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ically observed climatic limits, particularly for
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variables (baseline, change since baseline, and
the interaction between these), precipitation
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line, and the interaction between these), the
interaction between baseline thermal and pre-
cipitation position terms, and the interaction
between change in thermal position and change
in precipitation position. We controlled for
continent (9). The models support our predic-
tions: Probability of occupancy decreases when
temperatures rise above species’ upper thermal
limits (Fig. 3A, fig. S8A, and table S2), whereas
warming in regions that were previously near
species’ cold limits is associatedwith increasing
occupancy. Evidence for precipitation influenc-
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were more likely in sites that became drier
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capacity to predict change in occupancy [mar-
ginal coefficient of determination (R2) = 0.11]
was comparable to the predictive ability of
other macroecological models of the bio-
logical impacts of climate change (2), but our
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Projections suggest that recent climate change
has driven stronger andmorewidespread bum-
ble bee declines than have been reported pre-
viously, especially in Europe (Fig. 4). European
estimates of observed richness rely particu-
larly on observations from well-sampled re-
gions that were cooler in the baseline period
and that have experienced less warming sub-
sequently (9), which may have contributed
to underestimation of recent species richness
decline across that continent (figs. S6B, S9,
and S10). These findings contrast with those for
other taxa that predict widespread range ex-
pansions and increasing species richness toward
warming environments in the north (13, 14).
Changes in climatic position index predict

biologically important changes in bumble bee

presence, colonization, extirpation, and richness
across two continents. Species-specific changes
in climatic position predict bumble bee diver-
sity change as well as or better than mean,
maximum, or minimum temperature or precipi-
tation measures [models using climatic posi-
tion index:marginalR2 2.6% lower to23%higher,
change in deviance information criterion = 98.7
to 241.9 (9)]. Including land-use change in the
models revealed a significant negative effect
but did not influence results for climatic posi-
tion variables (table S4) (9). At this scale, effects
of climate change onbumble bees appear distinct
from effects of land use. Other anthropogenic
changes, such as agricultural intensification,
pesticide use, and pathogens, can also affect
occupancy and extirpation risk of bumble bees

(15–17). Interactions between these factors are
expected to accelerate biodiversity loss for bum-
ble bees and other taxa over broad areas (18, 19).
Understanding how interactions between cli-
mate and land-use changes alter extinction risk
is vital to conservation of pollinator species.
Climate is expected to warm rapidly in the

future (20). Using a spatially explicit method
of measuring climatic position and its change
over time, we show that risks of bumble bee
extirpation rise in areas where local temper-
atures more frequently exceed species’ historical
tolerances, whereas colonization probabilities in
other areas rise as climate changes cause con-
ditions to more frequently fall within species’
thermal limits. Nevertheless, overall rates of cli-
mate change–related extirpation among species
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Fig. 3. Change in probability of
occupancy in response to change in
thermal and precipitation position
from the baseline (1901–1974) to
the recent period (2000–2014).
Thermal (A) and precipitation (B)
positions range from 0 to 1, with
1 indicating that conditions at a site are at
a species’s hot or wet limit for the entire
year and 0 meaning that conditions are at
a species’s cold or dry limit for the entire
year during the historic period. For ease
of visualizing the significant interaction
between baseline thermal position
and change in thermal position, the
continuous baseline thermal position
variable has been split at the first and
third quantile to show sites that were
historically close to species’ hot limits
(red; n = 969 sites), cold limits (blue; n =
2244 sites), and the middle of their
observed climatic limits (purple; n = 11,793 sites). Rug plots show the distribution of observations. Confidence intervals (±95%) are shown around linear trendlines.

Fig. 4. Climate change–
related change in bumble bee
species richness from a
baseline (1901–1974) to a
recent period (2000–2014).
Predictions are from a model
projecting percent change in
detection-corrected bumble bee
species richness as a function
of mean community-averaged
thermal and precipitation
position.
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Des fréquences 
croissantes de 
températures qui 
dépassent les tolérances 
historiquement observées 
contribuent à expliquer le 
déclin généralisé des 
espèces de bourdons. Ce 
mécanisme peut 
également contribuer à la 
perte de biodiversité de 
manière plus générale.
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W
here on Earth, wondered 
Henri Weimerskirch, were 
all the penguins? It was early 
2017. Colleagues had sent 
the seabird ecologist aerial 
photos of Île aux Cochons, a 
barren volcanic island half-
way between Madagascar 
and Antarctica that humans 

rarely visit. The images revealed vast areas 
of bare rock that, just a few decades be-
fore, had been crowded with some 500,000 
pairs of nesting king penguins and their 
chicks. It appeared that the colony—the 
world’s largest king penguin aggregation 
and the second biggest colony of any of the 
18 penguin species—had shrunk by 90%. 
Nearly 900,000 of the regal, meter-high, 
black, white, and orange birds had disap-
peared without a trace. “It was really in-
credible, completely unexpected,” recalls 
Weimerskirch, who works at the French na-
tional research agency CNRS.

Soon, he and other scientists were plan-
ning an expedition to the island—the first in 
37 years, and only the third ever—to search 
for explanations. “We had to go see for our-
selves,” says CNRS ecologist Charles Bost.

As the researchers prepared for the 
journey, they had to grapple with the lo-
gistical, political, and scientific challenges 
that have long bedeviled biologists trying 
to understand Antarctica’s remote ecosys-
tems. The vast distances, rough weather, 
and rugged terrain make travel difficult 
and expensive. They needed a ship—and 
a helicopter, because frigid seas and rocky 
shores make for perilous boat landings 
on Antarctic islands. Complying with the 
tough permitting and biosecurity rules 
governing the French-controlled island—

meant to prevent researchers from disturb-
ing fragile ecosystems—required careful 
planning and paperwork that took months 
to complete. And once they arrived, they 
would have precious little time: just 
5 days to investigate a multitude of suspects 
in the disappearance, including disease, 
predators, and a warming Southern Ocean.

In all likelihood, they would never be 
able to return. “We knew this was going to 
be a one-shot expedition,” recalls conserva-
tion biologist Adrien Chaigne, an expedi-
tion organizer who works for the National 
Nature Reserve of the French Southern 
and Antarctic Territories, which manages 
the island. “It was a real kind of pressure.”

 
CONSTRAINTS LIKE THAT have long faced 
biologists seeking to understand life at the 
remote bottom of the planet. Two centuries 
ago, researchers wanting to visit the region 
had to tag along with explorers, whalers, or 
seal hunters. The Adélie penguin, for exam-
ple, was first identified by a naturalist who 
joined an 1837 expedition to southeastern 
Antarctica led by the French explorer Jules 
Dumont d’Urville, who named the place 
Terre Adélie after his wife. The harrowing  
voyages rewarded them with surprises: In 
1895, botanists certain no plant could sur-
vive the frigid Antarctic were shocked to 
discover lichens on Possession Island, near 
Île aux Cochons.

Today, modern research budgets and a 
network of polar research stations have 
made Antarctica more accessible. Biologists 
have flocked to the region to tackle an array 
of fundamental questions, including how 
animals evolved to survive subzero temper-
atures and how ecosystems are organized 
in the vast, productive Southern Ocean. Cli-

mate change, which has made the Antarctic 
one of the fastest changing places on Earth, 
has inspired studies of shifting ice and 
acidifying seas. The potential for discovery 
makes the region addictive, says marine 
biologist Deneb Karentz of the University of 
San Francisco. “Once you go as a scientist 
you always want to go back.” 

But even today, Antarctic research is 
challenging. “If it takes you 2 hours to col-
lect samples back home, it could take 10 in 
Antarctica,” Karentz says. Holes drilled in 
sea ice to collect samples, for example, of-
ten need poking to remain open. The harsh 
conditions can claim valuable gear. In 1987, 
shifting sea ice swept away a plexiglass 
frame Karentz was using to study micro-
organisms beneath the surface. She scram-
bled to replace it with materials scrounged 
from a nearby research station. In Antarc-
tica, she says, “You have to be resourceful.”

SUCH LESSONS weren’t lost on Weimerskirch 
and Bost, both veterans of Antarctic research, 
when a helicopter from the Marion Dufresne, 
a French research vessel, delivered the pen-

Some 900,000 king penguins 
vanished without a trace. Why?

THE LOST

COLONY
By Eli Kintisch

SPECIAL SEC T ION ANTARCTICA   

The king penguin throngs on 
Île aux Cochons in November 2019 
were a fraction of their past size.
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Terre Adélie after his wife. The harrowing  
voyages rewarded them with surprises: In 
1895, botanists certain no plant could sur-
vive the frigid Antarctic were shocked to 
discover lichens on Possession Island, near 
Île aux Cochons.

Today, modern research budgets and a 
network of polar research stations have 
made Antarctica more accessible. Biologists 
have flocked to the region to tackle an array 
of fundamental questions, including how 
animals evolved to survive subzero temper-
atures and how ecosystems are organized 
in the vast, productive Southern Ocean. Cli-

mate change, which has made the Antarctic 
one of the fastest changing places on Earth, 
has inspired studies of shifting ice and 
acidifying seas. The potential for discovery 
makes the region addictive, says marine 
biologist Deneb Karentz of the University of 
San Francisco. “Once you go as a scientist 
you always want to go back.” 

But even today, Antarctic research is 
challenging. “If it takes you 2 hours to col-
lect samples back home, it could take 10 in 
Antarctica,” Karentz says. Holes drilled in 
sea ice to collect samples, for example, of-
ten need poking to remain open. The harsh 
conditions can claim valuable gear. In 1987, 
shifting sea ice swept away a plexiglass 
frame Karentz was using to study micro-
organisms beneath the surface. She scram-
bled to replace it with materials scrounged 
from a nearby research station. In Antarc-
tica, she says, “You have to be resourceful.”

SUCH LESSONS weren’t lost on Weimerskirch 
and Bost, both veterans of Antarctic research, 
when a helicopter from the Marion Dufresne, 
a French research vessel, delivered the pen-

Some 900,000 king penguins 
vanished without a trace. Why?

THE LOST

COLONY
By Eli Kintisch

SPECIAL SEC TION ANTARCTICA   

The king penguin throngs on 
Île aux Cochons in November 2019 
were a fraction of their past size.
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guin researchers and their 700 kilograms of 

gear to Île aux Cochons in November 2019. 

It was the middle of king penguin nesting 

season, and they were greeted by the raucous 

honking and chirping of tens of thousands of 

chicks. They also saw vast empty swaths of 

bedrock, where previous generations of birds 

had scraped away the soil. The scientists es-

timate penguins once stood flipper to flipper 

on some 67 square kilometers of ground that 

is now abandoned.

The researchers were eager to find out 

what had caused those losses. King pen-

guins, numbering 3.2 million birds in 

the Antarctic region, aren’t in immediate 

danger; in fact their numbers are mostly 

rebounding from centuries of human 

hunting. By contrast, half the world’s pen-

guin species are threatened (see graphic, 

p. 1320), and several have recently experi-

enced disturbing die-offs. But big losses of 

even relatively healthy species could point 

to broader threats, which is why the calam-

ity on Île aux Cochons triggered alarm bells. 

King penguins should be relatively easy 

to study. Unlike their ice-bound cousins, 

such as emperor penguins, king penguins 

live on islands dotting the subantarctic re-

gion. That means they can be reliably and 

repeatedly counted in satellite images over 

time, and scientists can camp alongside 

their breeding colonies to observe them. 

(Other ice-dependent species, like emperor 

penguins, are more peripatetic.) During 

the lengthy breeding season, the parents 

trade off tasks, with one incubating eggs or 

rearing fluffy brown chicks while the other 

heads to sea to catch fish and other sea 

creatures. These foraging round-trips can 

cover 500 kilometers or more, electronic 

tags attached to the birds have shown.

The researchers’ first priority was to 

attach such tags to 10 penguins, to see 

whether foraging changes might have 

contributed to the losses. It wasn’t easy. 

The team’s permits stipulated they 

utilize just one well-trodden trail 

and operate only on the edge of the 

colony. Breaks in the rain allowed the 

scientists to glue transmitters on the 

birds’ feathers. 

Other researchers, meanwhile, set up 

traps, cameras, and night-vision optics to 

look for cats and mice, which were intro-

duced by whalers or sealers long ago and 

are known to eat seabird eggs and chicks. 

The scientists also took samples of pen-

guin blood, to be screened later for dis-

eases and other data. And they collected 

feathers and dug up penguin bones that 
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Les réponses des populations, espèces et communautés  

Recent responses to climate change reveal the drivers
of species extinction and survival
Cristian Román-Palaciosa and John J. Wiensa,1
aDepartment of Ecology and Evolutionary Biology, University of Arizona, Tucson, AZ 85721

Edited by Nils Chr. Stenseth, University of Oslo, Oslo, Norway, and approved January 6, 2020 (received for review July 28, 2019)

Climate change may be a major threat to biodiversity in the next
100 years. Although there has been important work on mechanisms
of decline in some species, it generally remains unclear which
changes in climate actually cause extinctions, and how many species
will likely be lost. Here, we identify the specific changes in climate
that are associated with the widespread local extinctions that have
already occurred. We then use this information to predict the extent
of future biodiversity loss and to identify which processes may
forestall extinction. We used data from surveys of 538 plant and
animal species over time, 44% of which have already had local
extinctions at one or more sites. We found that locations with local
extinctions had larger and faster changes in hottest yearly temper-
atures than those without. Surprisingly, sites with local extinctions
had significantly smaller changes in mean annual temperatures,
despite the widespread use of mean annual temperatures as proxies
for overall climate change. Based on their past rates of dispersal, we
estimate that 57–70% of these 538 species will not disperse quickly
enough to avoid extinction. However, we show that niche shifts
appear to be far more important for avoiding extinction than dis-
persal, although most studies focus only on dispersal. Specifically,
considering both dispersal and niche shifts, we project that only
16–30% of these 538 species may go extinct by 2070. Overall, our
results help identify the specific climatic changes that cause extinc-
tion and the processes that may help species to survive.

climate change | disperal | extinction | niche shift

Climate change may be a major threat to global biodiversity in
the next 100 years (y) (1–6), with predictions for species loss

ranging from as low as 0% to as high as 54% (5). These pre-
dictions are generally based on ecological niche modeling of
species distributions under future climates, assuming that spe-
cies’ climatic niches will remain similar over time (where the
climatic niche is the set of large-scale temperature and pre-
cipitation conditions where the species can and does occur; refs.
7 and 8). Different scenarios for species survival are then based
on these projected future distributions, combined with different
assumptions about the extent to which species can disperse to
track their current climatic niches over space. However, accu-
rately predicting biodiversity loss from climate change may re-
quire a more detailed understanding of what aspects of climate
change cause extinctions, and of the mechanisms that can al-
low species to survive. There has now been important work
on mechanisms of decline in certain species (9–12). Yet, one
of the most basic questions remains largely unanswered: Which
changes in climate will actually cause extinctions? For example,
will populations and species be driven extinct by shifts in tem-
perature or in precipitation, by changes in annual means or ex-
tremes (9), and by overall amounts of change or by rapid rates of
change? Similarly, the mechanisms by which species can poten-
tially persist in a changing climate are also unclear. Specifically, will
species be able to persist by dispersing to remain within their
current climatic niche (2, 13–15), by shifting their niches to ac-
commodate modified climates (16–18), by both, or by neither (19–
22)? To our knowledge, these urgent questions have not been
addressed empirically at a broad scale (i.e., across many species,
taxonomic groups, and regions). Nevertheless, they may be crucial

to predicting how many species will likely be lost in a warming
world.
One powerful way to approach these questions is to analyze

local extinctions that have already happened. Numerous studies
have now documented shifts in species geographic ranges that
are potentially related to climate change (23–27). These studies
typically utilize data from historical surveys, which documented
the presence and absence of species at sites along elevational and
latitudinal transects. These historical surveys are then combined
with more recent resurveys to infer shifts in species ranges over
time, shifts that are potentially related to climate change. Many
of these studies documented local extinctions (i.e., apparent
disappearance of a species from one or more sites; ref. 28). Data
from these studies can offer many potential insights into how
climate change causes extinction and how species might persist.
Here, we used these data to address the specific climatic

changes associated with local extinctions, to infer the mecha-
nisms that may allow species persistence, and to estimate overall
levels of species loss. We analyzed data from 10 studies (SI
Appendix, Table S1) that provided detailed information on 538
species and 581 sites (Datasets S1 and S2). We focused on ter-
restrial plant and animal species along elevational gradients.
Species sampling was dominated by plants, insects, and birds.
Many sites were temperate (87%), but many species were trop-
ical (70%). Plants were surveyed at 323 sites and animals at
258 sites.
We first generated fine-scale climatic data for each site for

the time period of each historical survey and recent resurvey

Significance

The response of species to climate change is of increasingly
urgent importance. Here, we address the specific changes in
climate that were associated with recent population extinc-
tions, using data from 538 plant and animal species distributed
globally. Surprisingly, extinctions occurred at sites with smaller
changes in mean annual temperatures but larger increases in
hottest yearly temperatures. We also evaluate whether species
may survive climate change by dispersing, shifting their niches
to tolerate warmer conditions, or both. Given dispersal alone,
many of these species (∼57–70%) may face extinction. How-
ever, niche shifts can potentially reduce this to only 30% or
less. Overall, our results show the importance of maximum
temperatures for causing species extinction and niche shifts for
allowing their survival.
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Recent responses to climate change reveal the drivers
of species extinction and survival
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Climate change may be a major threat to biodiversity in the next
100 years. Although there has been important work on mechanisms
of decline in some species, it generally remains unclear which
changes in climate actually cause extinctions, and how many species
will likely be lost. Here, we identify the specific changes in climate
that are associated with the widespread local extinctions that have
already occurred. We then use this information to predict the extent
of future biodiversity loss and to identify which processes may
forestall extinction. We used data from surveys of 538 plant and
animal species over time, 44% of which have already had local
extinctions at one or more sites. We found that locations with local
extinctions had larger and faster changes in hottest yearly temper-
atures than those without. Surprisingly, sites with local extinctions
had significantly smaller changes in mean annual temperatures,
despite the widespread use of mean annual temperatures as proxies
for overall climate change. Based on their past rates of dispersal, we
estimate that 57–70% of these 538 species will not disperse quickly
enough to avoid extinction. However, we show that niche shifts
appear to be far more important for avoiding extinction than dis-
persal, although most studies focus only on dispersal. Specifically,
considering both dispersal and niche shifts, we project that only
16–30% of these 538 species may go extinct by 2070. Overall, our
results help identify the specific climatic changes that cause extinc-
tion and the processes that may help species to survive.
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Climate change may be a major threat to global biodiversity in
the next 100 years (y) (1–6), with predictions for species loss

ranging from as low as 0% to as high as 54% (5). These pre-
dictions are generally based on ecological niche modeling of
species distributions under future climates, assuming that spe-
cies’ climatic niches will remain similar over time (where the
climatic niche is the set of large-scale temperature and pre-
cipitation conditions where the species can and does occur; refs.
7 and 8). Different scenarios for species survival are then based
on these projected future distributions, combined with different
assumptions about the extent to which species can disperse to
track their current climatic niches over space. However, accu-
rately predicting biodiversity loss from climate change may re-
quire a more detailed understanding of what aspects of climate
change cause extinctions, and of the mechanisms that can al-
low species to survive. There has now been important work
on mechanisms of decline in certain species (9–12). Yet, one
of the most basic questions remains largely unanswered: Which
changes in climate will actually cause extinctions? For example,
will populations and species be driven extinct by shifts in tem-
perature or in precipitation, by changes in annual means or ex-
tremes (9), and by overall amounts of change or by rapid rates of
change? Similarly, the mechanisms by which species can poten-
tially persist in a changing climate are also unclear. Specifically, will
species be able to persist by dispersing to remain within their
current climatic niche (2, 13–15), by shifting their niches to ac-
commodate modified climates (16–18), by both, or by neither (19–
22)? To our knowledge, these urgent questions have not been
addressed empirically at a broad scale (i.e., across many species,
taxonomic groups, and regions). Nevertheless, they may be crucial

to predicting how many species will likely be lost in a warming
world.
One powerful way to approach these questions is to analyze

local extinctions that have already happened. Numerous studies
have now documented shifts in species geographic ranges that
are potentially related to climate change (23–27). These studies
typically utilize data from historical surveys, which documented
the presence and absence of species at sites along elevational and
latitudinal transects. These historical surveys are then combined
with more recent resurveys to infer shifts in species ranges over
time, shifts that are potentially related to climate change. Many
of these studies documented local extinctions (i.e., apparent
disappearance of a species from one or more sites; ref. 28). Data
from these studies can offer many potential insights into how
climate change causes extinction and how species might persist.
Here, we used these data to address the specific climatic

changes associated with local extinctions, to infer the mecha-
nisms that may allow species persistence, and to estimate overall
levels of species loss. We analyzed data from 10 studies (SI
Appendix, Table S1) that provided detailed information on 538
species and 581 sites (Datasets S1 and S2). We focused on ter-
restrial plant and animal species along elevational gradients.
Species sampling was dominated by plants, insects, and birds.
Many sites were temperate (87%), but many species were trop-
ical (70%). Plants were surveyed at 323 sites and animals at
258 sites.
We first generated fine-scale climatic data for each site for

the time period of each historical survey and recent resurvey

Significance

The response of species to climate change is of increasingly
urgent importance. Here, we address the specific changes in
climate that were associated with recent population extinc-
tions, using data from 538 plant and animal species distributed
globally. Surprisingly, extinctions occurred at sites with smaller
changes in mean annual temperatures but larger increases in
hottest yearly temperatures. We also evaluate whether species
may survive climate change by dispersing, shifting their niches
to tolerate warmer conditions, or both. Given dispersal alone,
many of these species (∼57–70%) may face extinction. How-
ever, niche shifts can potentially reduce this to only 30% or
less. Overall, our results show the importance of maximum
temperatures for causing species extinction and niche shifts for
allowing their survival.
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maximum annual temperatures in driving local extinction (SI Appendix, Text
S1.4 and Dataset S4).

Projected Climate Change and Extinction.We explored the effects of projected
climate change on extinction within transects for 2070. When we refer to
species distributions, extinctions, and persistence here, we specifically mean
within the elevational transects studied. Additional details are provided in SI
Appendix, Text S1.5.

Projected climatic conditions at each sampled site for 2070 were obtained
using the WorldClim raster files at a 0.5′ resolution (∼1 km; ref. 35). Climatic
conditions for 2070 were estimated by averaging projected conditions for
2061 and 2080. We analyzed combinations of up to 19 GCMs and four dif-
ferent RCPs (35). Results were based primarily on an intermediate scenario of
predicted change (RCP4.5) and a scenario assuming more extensive warming
(RCP8.5). For each scenario, we followed standard practice (4, 6) and esti-
mated extinctions for each RCP based on the mean of estimates across all
available GCMs (SI Appendix, Tables S4 and S7–S10). The RCP4.5 scenario has
been widely used for predicting impacts of future climate change (44–46).
However, the RCP8.5 scenario has recently been considered highly likely
given increasing greenhouse gas emissions over the past two decades (47,
48). We generated results for all four available RCPs but did not focus on
RCP2.6 or RCP6.0 (49, 50).

Based on the different future climate projections (12–19 GCMs and 4
RCPs), we analyzed four aspects of species responses to projected climate
change. All four focused on the maximum temperature of the warmest month
(shortened here to “maximum annual temperature”; Bio5), given our
finding that this variable seems to best predict local extinctions (SI Ap-
pendix, Fig. S1 and Table S3 and Dataset S4). First, we estimated the
minimum change in Bio5 that species will likely experience by 2070. Sec-
ond, we analyzed the role of elevational dispersal in potentially allowing
species to avoid extinction within transects by moving upwards and
tracking their current climatic niche. Third, we examined the change in
Bio5 that local populations have tolerated in the past without going

extinct (niche shifts). Fourth, we examined the combined effects of dis-
persal and niche shifts on species persistence.
Minimum temperature increase. For each species, we evaluated whether the
maximum annual temperatures (Bio5) present across their current elevational
range (i.e., during the resurvey) will be present in their current elevational
range in 2070, or if only higher values will be present. We estimated current
Bio5 values for each site across their current distribution. Next, we used the
predicted Bio5 values for 2070 to estimate future Bio5 values for these sites. If
no overlap was found between the future and current Bio5 across the current
distribution, we considered the species to be exposed to unsuitable condi-
tions across their current range (within the transect).

Next, for species predicted to be exposed to unsuitable Bio5 values across
their current range, we estimated the minimum difference between current
and future Bio5 across their current distribution. Specifically, minimum
changes were estimated by subtracting the current value of Bio5 at the
species’ current warmest site in their geographic range (i.e., at the time of
the resurvey) from the projected Bio5 (for 2070) at the coldest site in their
current range.

We assumed that species are potentially able to survive the minimum
change in maximum annual temperatures by either dispersing to higher
elevations, tolerating higher temperatures (niche shift), or by doing both
simultaneously. The analyses below explore each of these possibilities.
Dispersal. We assessed whether species are likely to be able to disperse fast
enough to avoid extinction within their transects by 2070. First, we estimated
the absolute change in the upper limit of the elevational range for each
species that expanded its upper elevational range between surveys. To do
this, we subtracted the historical maximum elevation of the species’ distri-
bution on the transect (i.e., from the time of the initial survey) from the
current maximum record (i.e., resurvey). Then, the rate of upward dis-
persal was estimated by dividing the absolute change in maximum ele-
vation between surveys by the time between surveys. When surveys were
conducted over multiple dates, the time between surveys was calculated
based on the earliest historical survey and latest resurvey (details in SI Ap-
pendix, Text S1.4).

Next, we estimated the amount of cooling that can potentially be gained
from upward dispersal by 2070 (see SI Appendix, Text S1.5.2 for details).
Specifically, for each species recorded as dispersing upward in the past
(between surveys), we multiplied the upward dispersal rate by the mean
change in Bio5 with elevation across the species’ elevational transect (see
regressions for each transect in SI Appendix, Table S6), and by the number of
years between the year of the modern survey and the future date (2070).
The final units for potential dispersal-related cooling are in degrees Celsius.

For each upward-dispersing species (n = 185), we evaluated whether
cooling gained through upward dispersal could be as large as the change in
Bio5 over time. We focused on two alternative scenarios (SI Appendix, Table
S7): an unconstrained scenario and one where the height of each mountain
range (on which the survey was performed) constrained the maximum
cooling gained through upward dispersal. The latter scenario should be
more realistic (13).

Unconstrained Scenario: For each upward-dispersing species, we evaluated
whether the cooling gained through recent dispersal (between surveys) was
larger than the predicted minimum change in Bio5 by 2070. If the cooling
gained through upward dispersal was larger than the predicted minimum
change, we considered dispersal to be fast enough for the species to remain in
their current niche for Bio5.

Constrained Scenario: For each upward-dispersing species, the maximum
cooling gained through dispersal was constrained to be equal to the dif-
ference between the current Bio5 at the upper limit of their elevational range
and the predicted Bio5 at themountaintop by 2070.We used Google Earth to
obtain the coordinates for each mountaintop, and then obtained Bio5 values
for this site using projections for 2070.

Finally, we analyzed the potential for dispersal to allow all species to
persist in their current climatic niches (n = 538; SI Appendix, Table S8). We
analyzed three scenarios that varied in their assumptions about historically
nondispersing species. We performed the same set of analyses summarized
above for upward-dispersing species. First, a scenario assuming that species
that did not previously disperse upwards (at their upper range limits) will
not disperse upwards in the future. Second, we assumed that these non-
dispersing species would instead move upwards at the mean upward rate
across all species that dispersed (including downward dispersal as negative
values when calculating the mean). Note that downward dispersal (negative
changes in maximum elevation) most likely occurred through range con-
tractions at the upper elevational range edge, but this pattern is clearly
inconsistent with upward dispersal. Third, we assumed that these non-
dispersing species would instead move upwards at the mean upward rate
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Fig. 4. Projections for species-level extinction summarized for different
climatic regions and taxonomic groups. We estimated the percentage of
tropical, temperate, plant, and animal species in our dataset (n = 538) that
are projected to go extinct within their transects by 2070. Extinctions are
projected to be especially widespread in tropical regions and among animal
species. We summarize results under two alternative RCPs (darker colors,
RCP4.5; lighter colors, RCP8.5), based on the means across GCMs for each RCP
(note that projected extinction is much more extensive under some GCMs,
including up to 55% of all species; Fig. 2). These analyses assumed that
species can both disperse (given their past dispersal rates) and shift their
climatic niches. The results shown assume that species that did not disperse
upwards previously will not disperse upwards in the future, that dispersal is
constrained by mountaintop height, and a 95% extinction threshold. Results
under alternative assumptions are similar and are given in SI Appendix,
Table S10.
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Projections des extinctions d’espèces pour différentes régions 
climatiques et groupes taxonomiques

La réponse des espèces au changement 
climatique est d'une grande importance. Les 
changements spécifiques du climat associés 
aux récentes extinctions de population sont 
abordés en utilisant les données de 538 
espèces végétales et animales réparties dans 
le monde. 
Etonnement, des extinctions se sont produites 
sur des sites présentant des changements plus 
faibles des températures annuelles moyennes, 
mais des augmentations plus importantes des 
températures annuelles les plus chaudes. Les 
auteurs évaluent si les espèces peuvent 
survivre au changement climatique en se 
dispersant, en déplaçant leurs niches pour 
tolérer des conditions plus chaudes, ou les 
deux. Compte tenu de la seule dispersion, 
beaucoup d’espèces (∼57–70%) pourraient 
être menacées d'extinction. Cependant, les 
changements de niche peuvent 
potentiellement réduire ce pourcentage à 
seulement 30% ou moins. Les résultats 
montrent l'importance des températures 
maximales dans l'extinction des espèces et des 
changements de niche permettant leur survie.



Sortir de l’approche en silos, biodiversité et climat

14

Birds advancing lay dates with warming springs face
greater risk of chick mortality
J. Ryan Shipleya,b,c,1, Cornelia W. Twininga,b,c,d, Conor C. Taffe,f,g, Maren N. Vitouseke,f,g, Andrea Flacka,b,c,
and David W. Winklere,f,g,2

aDepartment of Migration, Max Planck Institute of Animal Behavior, 78315 Radolfzell am Bodensee, Germany; bCentre for the Advanced Study of
Collective Behaviour, University of Konstanz, 78464 Konstanz, Germany; cDepartment of Biology, University of Konstanz, 78464 Konstanz, Germany;
dLimnological Institute, University of Konstanz, 78464 Konstanz, Germany; eDepartment of Ecology and Evolutionary Biology, Cornell University, Ithaca, NY
14853; fLaboratory of Ornithology, Cornell University, Ithaca, NY 14850; and gMuseum of Vertebrates, Cornell University, Ithaca, NY 14850

Edited by Nils Christian Stenseth, University of Oslo, Oslo, Norway, and approved July 31, 2020 (received for review May 17, 2020)

In response to a warming planet with earlier springs, migratory
animals are adjusting the timing of essential life stages. Although
these adjustments may be essential for keeping pace with re-
source phenology, they may prove insufficient, as evidenced by
population declines in many species. However, even when species
can match the tempo of climate change, other consequences may
emerge when exposed to novel conditions earlier in the year.
Here, using three long-term datasets on bird reproduction, daily
insect availability, and weather, we investigated the complex
mechanisms affecting reproductive success in an aerial insectivore,
the tree swallow (Tachycineta bicolor). By examining breeding re-
cords over nearly half a century, we discovered that tree swallows
have continuously advanced their egg laying by ∼3 d per decade.
However, earlier-hatching offspring are now exposed to inclement
weather events twice as often as they were in the 1970s. Our long-
term daily insect biomass dataset shows no long-term trends over
25 y but precipitous drops in flying insect numbers on days with
low ambient temperatures. Insect availability has a considerable
impact on chick survival: Even a single inclement weather event
can reduce offspring survival by >50%. Our results highlight the
multifaceted threats that climate change poses on migrating spe-
cies. The decoupling between cold snap occurrence and generally
warming spring temperatures can affect reproductive success and
threaten long-term persistence of populations. Understanding the
exact mechanisms that endanger aerial insectivores is especially
timely because this guild is experiencing the steepest and most
widespread declines across North America and Europe.
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Climate change is one of the most pervasive threats of the
modern era, with far-reaching effects on the phenology and

fitness of individuals to entire ecosystems around the globe.
Organisms have responded by shifting the timing of key seasonal
events, such as spring migration or reproduction, to earlier in
the year (1, 2). Long-distance migrants are at risk for mistiming
their breeding seasons because they often rely on cues separated
from environmental conditions by thousands of kilometers.
However, this likely extends to even shorter-distance migrants as
well, as timing adjustments may be constrained by a suite of fac-
tors, including inherited circannual programs, time to accumulate
fat stores, migration distance, stopover quality, and conditions
encountered along the way (3–8). Consequently, there is growing
concern that an inability to adjust reproductive timing in pace with
advancing breeding ground conditions can cause decreased
breeding success and juvenile survival in migrant birds (9–12).
Optimizing the timing of migration and subsequent breeding is

further complicated by the fact that phenological responses to
climate change are often dissimilar between trophic levels (13,
14), and such differential rates of advancement have the po-
tential to create “mismatches,” or disruptions of historical rela-
tionships between predators and the availability of their prey (9,
13–17). For species such as insectivores whose developing

offspring rely on brief resource pulses from often ephemeral
prey, phenological mismatches are likely to cause declines in
reproductive success (10, 18). Moreover, even for species that
may lack specific constraints for reproductive adjustment, cli-
mate change may produce conditions in which it is difficult to
optimize the timing of reproduction. For example, the relation-
ship between mean temperature and temperature variability for a
given day of year can change (19, 20), resulting in reduced reli-
ability of mean temperature as a cue for timing life history deci-
sions. For the majority of temperate species whose reproductive
success depends on temperature-driven resource availability, in-
creasingly variable conditions can create a particularly challenging
environment for phenological adjustment.
Whereas previously documented mismatches driven by climate

change have resulted from poor or misleading information due
to geographic separation (21), changes in the rates of environ-
mental change along a migratory route (3), or quality of infor-
mation available over time at different breeding habitats (22),
returning migrants may also experience a mismatch between two
different aspects of climate at the same site and season.
Changing temperatures may well be the most salient cue driving
phenological advancement, but organisms must also moderate
their responses to temperature as a consequence of other fluc-
tuating aspects of the environment, including precipitation (23),

Significance

The advancement of breeding behavior is a well-documented
response to changing climate conditions, as timing reproduc-
tion with resource availability is critical for success in many
species. However, the relationship between cues that prompt
reproduction and resource availability can become decoupled,
reducing success. Tree swallows have advanced reproduction
in response to warming springs, but now chicks are exposed to
twice the risk of inclement weather conditions, resulting in
high rates of chick mortality. Mass mortality events appear to
be driven by decreasing insect availability at low daytime
temperatures. Our findings highlight the complex effects of
climate change on animal life cycles and demonstrate the ur-
gency of understanding how animals balance information from
the environment when making crucial life history decisions.
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In response to a warming planet with earlier springs, migratory
animals are adjusting the timing of essential life stages. Although
these adjustments may be essential for keeping pace with re-
source phenology, they may prove insufficient, as evidenced by
population declines in many species. However, even when species
can match the tempo of climate change, other consequences may
emerge when exposed to novel conditions earlier in the year.
Here, using three long-term datasets on bird reproduction, daily
insect availability, and weather, we investigated the complex
mechanisms affecting reproductive success in an aerial insectivore,
the tree swallow (Tachycineta bicolor). By examining breeding re-
cords over nearly half a century, we discovered that tree swallows
have continuously advanced their egg laying by ∼3 d per decade.
However, earlier-hatching offspring are now exposed to inclement
weather events twice as often as they were in the 1970s. Our long-
term daily insect biomass dataset shows no long-term trends over
25 y but precipitous drops in flying insect numbers on days with
low ambient temperatures. Insect availability has a considerable
impact on chick survival: Even a single inclement weather event
can reduce offspring survival by >50%. Our results highlight the
multifaceted threats that climate change poses on migrating spe-
cies. The decoupling between cold snap occurrence and generally
warming spring temperatures can affect reproductive success and
threaten long-term persistence of populations. Understanding the
exact mechanisms that endanger aerial insectivores is especially
timely because this guild is experiencing the steepest and most
widespread declines across North America and Europe.
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Climate change is one of the most pervasive threats of the
modern era, with far-reaching effects on the phenology and

fitness of individuals to entire ecosystems around the globe.
Organisms have responded by shifting the timing of key seasonal
events, such as spring migration or reproduction, to earlier in
the year (1, 2). Long-distance migrants are at risk for mistiming
their breeding seasons because they often rely on cues separated
from environmental conditions by thousands of kilometers.
However, this likely extends to even shorter-distance migrants as
well, as timing adjustments may be constrained by a suite of fac-
tors, including inherited circannual programs, time to accumulate
fat stores, migration distance, stopover quality, and conditions
encountered along the way (3–8). Consequently, there is growing
concern that an inability to adjust reproductive timing in pace with
advancing breeding ground conditions can cause decreased
breeding success and juvenile survival in migrant birds (9–12).
Optimizing the timing of migration and subsequent breeding is

further complicated by the fact that phenological responses to
climate change are often dissimilar between trophic levels (13,
14), and such differential rates of advancement have the po-
tential to create “mismatches,” or disruptions of historical rela-
tionships between predators and the availability of their prey (9,
13–17). For species such as insectivores whose developing

offspring rely on brief resource pulses from often ephemeral
prey, phenological mismatches are likely to cause declines in
reproductive success (10, 18). Moreover, even for species that
may lack specific constraints for reproductive adjustment, cli-
mate change may produce conditions in which it is difficult to
optimize the timing of reproduction. For example, the relation-
ship between mean temperature and temperature variability for a
given day of year can change (19, 20), resulting in reduced reli-
ability of mean temperature as a cue for timing life history deci-
sions. For the majority of temperate species whose reproductive
success depends on temperature-driven resource availability, in-
creasingly variable conditions can create a particularly challenging
environment for phenological adjustment.
Whereas previously documented mismatches driven by climate

change have resulted from poor or misleading information due
to geographic separation (21), changes in the rates of environ-
mental change along a migratory route (3), or quality of infor-
mation available over time at different breeding habitats (22),
returning migrants may also experience a mismatch between two
different aspects of climate at the same site and season.
Changing temperatures may well be the most salient cue driving
phenological advancement, but organisms must also moderate
their responses to temperature as a consequence of other fluc-
tuating aspects of the environment, including precipitation (23),
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The advancement of breeding behavior is a well-documented
response to changing climate conditions, as timing reproduc-
tion with resource availability is critical for success in many
species. However, the relationship between cues that prompt
reproduction and resource availability can become decoupled,
reducing success. Tree swallows have advanced reproduction
in response to warming springs, but now chicks are exposed to
twice the risk of inclement weather conditions, resulting in
high rates of chick mortality. Mass mortality events appear to
be driven by decreasing insect availability at low daytime
temperatures. Our findings highlight the complex effects of
climate change on animal life cycles and demonstrate the ur-
gency of understanding how animals balance information from
the environment when making crucial life history decisions.
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Breeding timed to match optimal resource abundance is vital for
the successful reproduction of species, and breeding is therefore
sensitive to environmental cues. As the timing of breeding shifts
with a changing climate, this may not only affect the onset of
breeding but also its termination, and thus the length of the
breeding period. We use an extensive dataset of over 820K
nesting records of 73 bird species across the boreal region in
Finland to probe for changes in the beginning, end, and duration
of the breeding period over four decades (1975 to 2017). We
uncover a general advance of breeding with a strong phylogenetic
signal but no systematic variation over space. Additionally, 31% of
species contracted their breeding period in at least one bioclimatic
zone, as the end of the breeding period advanced more than the
beginning. We did not detect a statistical difference in phenolog-
ical responses of species with combinations of different migratory
strategy or number of broods. Nonetheless, we find systematic
differences in species responses, as the contraction in the breeding
period was found almost exclusively in resident and short-distance
migrating species, which generally breed early in the season. Over-
all, changes in the timing and duration of reproduction may po-
tentially lead to more broods co-occurring in the early breeding
season—a critical time for species’ reproductive success. Our find-
ings highlight the importance of quantifying phenological change
across species and over the entire season to reveal shifts in the
community-level distribution of bird reproduction.

Aves | global change | life-history strategies | reproduction | phenology

Climate change is causing wide-scale restructuring of species
community composition both in space and time, as species

respond by shifting their ranges (1, 2) and the timing of impor-
tant life-history events, such as reproduction (2–4). Phenological
shifts in response to recent climate change are widely recognized
across regions, ecosystems, and species (2, 5–8). Underlying a
general advancement in the timing of phenological events,
however, is high variability in both the direction (advance or
delay) and magnitude (rate) of change (2, 7, 9). Specifically,
while many bird species time their reproduction using cues re-
lated to temperature (10, 11), there is variation regarding shifts
in the onset of breeding, with some bird species advancing and
others delaying their breeding (12, 13). In addition to shifts in the
mean timing of breeding, the length of species-specific breeding
periods may also change (4, 14). Depending on changes in timing
of the onset of breeding with respect to its termination, the
duration of the breeding period of a species may remain stable,
contract, or expand (Fig. 1).
Reproduction among birds has evolved to maximize offspring

survival (4, 15), and consequently changes in environmental
conditions that affect the duration of breeding are likely to affect
fitness. An extended breeding period may indicate longer optimal
conditions for breeding, while a contraction may indicate reduced
or abbreviated periods of resource availability. Depending on the
nature of temporal changes in resource availability and the ability of

species to adjust to these changes, the resulting shifts in the timing
and duration of breeding may be either adaptive or maladaptive
(16). All else being equal, a temporal shift in breeding phenology is
adaptive (i.e., it preserves or increases individual fitness) if breeding
continues to co-occur with periods of sufficient resource availability
(17). In contrast, a phenological shift is maladaptive if it results in
temporal mismatches between breeding and peak resource avail-
ability, and thus reductions in individual fitness (9, 18). Moreover,
changes in the timing and duration of breeding among individuals
and species may have large effects on the frequency of co-occurring
individuals competing for the same resources within the commu-
nity, potentially strongly affecting both intra- and interspecific in-
teractions (18, 19). This may be particularly important at higher
latitudes, where peak periods of resource abundance tend to be
short (20). Despite their importance, changes in the duration of
breeding under climate change have received little attention (4).
In attempts to explain variation in responses to climate change

in breeding and migration timing among bird species, previous
studies have focused on ecological traits, including longevity,
number of broods, resource specialization, and migratory strat-
egy (4, 13, 21, 22). How such traits affect changes in the duration
of the breeding period, however, remains unclear. A review of
the effects of climate change on the breeding duration of birds in

Significance

The changing climate is causing shifts in the timing of species
activity. We use data on over 820,000 nesting records to quan-
tify changes in the beginning, end, and duration of breeding
among boreal birds. In addition to a general advance of
breeding, we find an overall contraction of the breeding
period. This pattern was most common among resident and
short-distance migrating species. Overall, we detect a shift in
the community-level distribution of bird reproduction, involving
the start and end of reproduction and how concentrated the
breeding period is. From a methodological perspective, our
study illustrates that a focus on quantifying phenological
advances alone may mask important patterns of phenology
change across the season.
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Breeding timed to match optimal resource abundance is vital for
the successful reproduction of species, and breeding is therefore
sensitive to environmental cues. As the timing of breeding shifts
with a changing climate, this may not only affect the onset of
breeding but also its termination, and thus the length of the
breeding period. We use an extensive dataset of over 820K
nesting records of 73 bird species across the boreal region in
Finland to probe for changes in the beginning, end, and duration
of the breeding period over four decades (1975 to 2017). We
uncover a general advance of breeding with a strong phylogenetic
signal but no systematic variation over space. Additionally, 31% of
species contracted their breeding period in at least one bioclimatic
zone, as the end of the breeding period advanced more than the
beginning. We did not detect a statistical difference in phenolog-
ical responses of species with combinations of different migratory
strategy or number of broods. Nonetheless, we find systematic
differences in species responses, as the contraction in the breeding
period was found almost exclusively in resident and short-distance
migrating species, which generally breed early in the season. Over-
all, changes in the timing and duration of reproduction may po-
tentially lead to more broods co-occurring in the early breeding
season—a critical time for species’ reproductive success. Our find-
ings highlight the importance of quantifying phenological change
across species and over the entire season to reveal shifts in the
community-level distribution of bird reproduction.
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Climate change is causing wide-scale restructuring of species
community composition both in space and time, as species

respond by shifting their ranges (1, 2) and the timing of impor-
tant life-history events, such as reproduction (2–4). Phenological
shifts in response to recent climate change are widely recognized
across regions, ecosystems, and species (2, 5–8). Underlying a
general advancement in the timing of phenological events,
however, is high variability in both the direction (advance or
delay) and magnitude (rate) of change (2, 7, 9). Specifically,
while many bird species time their reproduction using cues re-
lated to temperature (10, 11), there is variation regarding shifts
in the onset of breeding, with some bird species advancing and
others delaying their breeding (12, 13). In addition to shifts in the
mean timing of breeding, the length of species-specific breeding
periods may also change (4, 14). Depending on changes in timing
of the onset of breeding with respect to its termination, the
duration of the breeding period of a species may remain stable,
contract, or expand (Fig. 1).
Reproduction among birds has evolved to maximize offspring

survival (4, 15), and consequently changes in environmental
conditions that affect the duration of breeding are likely to affect
fitness. An extended breeding period may indicate longer optimal
conditions for breeding, while a contraction may indicate reduced
or abbreviated periods of resource availability. Depending on the
nature of temporal changes in resource availability and the ability of

species to adjust to these changes, the resulting shifts in the timing
and duration of breeding may be either adaptive or maladaptive
(16). All else being equal, a temporal shift in breeding phenology is
adaptive (i.e., it preserves or increases individual fitness) if breeding
continues to co-occur with periods of sufficient resource availability
(17). In contrast, a phenological shift is maladaptive if it results in
temporal mismatches between breeding and peak resource avail-
ability, and thus reductions in individual fitness (9, 18). Moreover,
changes in the timing and duration of breeding among individuals
and species may have large effects on the frequency of co-occurring
individuals competing for the same resources within the commu-
nity, potentially strongly affecting both intra- and interspecific in-
teractions (18, 19). This may be particularly important at higher
latitudes, where peak periods of resource abundance tend to be
short (20). Despite their importance, changes in the duration of
breeding under climate change have received little attention (4).
In attempts to explain variation in responses to climate change

in breeding and migration timing among bird species, previous
studies have focused on ecological traits, including longevity,
number of broods, resource specialization, and migratory strat-
egy (4, 13, 21, 22). How such traits affect changes in the duration
of the breeding period, however, remains unclear. A review of
the effects of climate change on the breeding duration of birds in
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The changing climate is causing shifts in the timing of species
activity. We use data on over 820,000 nesting records to quan-
tify changes in the beginning, end, and duration of breeding
among boreal birds. In addition to a general advance of
breeding, we find an overall contraction of the breeding
period. This pattern was most common among resident and
short-distance migrating species. Overall, we detect a shift in
the community-level distribution of bird reproduction, involving
the start and end of reproduction and how concentrated the
breeding period is. From a methodological perspective, our
study illustrates that a focus on quantifying phenological
advances alone may mask important patterns of phenology
change across the season.
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and SI Appendix, Text S3 for a detailed description of the
modeling approach).
We expected greater advancement of the beginning of the

breeding period for resident and short-distance migratory species
compared with long-distance migrants, since the former tend to
breed earlier in the season and may therefore be more responsive
to temperature changes (22, 33). Resident and short-distance mi-
gratory species with a single brood were also expected to contract
their breeding periods more than species breeding later in the
season or those with multiple broods. Bird species that tend to
breed early, such as resident and short-distance migratory species
in general, depend on the simultaneous availability of early re-
source peaks (16). These peaks tend to be short and sensitive to
temperature-induced shifts, especially at high latitudes (5, 20, 26),
while facing a tradeoff with a potentially high cost of early breeding
failure (16). Thus, the de facto overlap between breeding and re-
source availability may become even shorter under climate change.
Species with one brood also tend to be more specialized in their
resource use, and thus restricted to the periods of optimal resource
availability (15). In contrast, species with multiple broods may

exhibit an overall expansion of the breeding period. These
species tend to use resources that last longer, and may benefit
from presumed improvement of environmental conditions at both
the beginning and end of the breeding season (4, 15, 34). Finally, we
expected responses to differ among the bioclimatic zones, with
greater advancement in zones farther north, as climate warming is
more pronounced at higher latitudes (3, 35).

Results
Over four decades, the beginning of the breeding period
exhibited a mean advancement of 4.6 d (95% CI: 3.7, 5.5 d)
across bird species and bioclimatic zones (Fig. 3 and Table 1).
The end of the breeding period showed an even greater mean
advance of 6.3 d (95% CI: 5.5, 7.1 d; Fig. 3 and Table 1). To-
gether, this resulted in a shorter average breeding period, with a
mean reduction of 1.7 d (95% CI: 0.9, 2.6 d). Species-level mean
responses did not vary across bioclimatic zones for any of the
metrics (SI Appendix, Figs. S1 and S2).
In total, 23 out of the 73 bird species showed a contraction in

their breeding period (as indicated by a negative estimated mean

Fig. 2. Spatial distribution of the nestling ringing data. The map depicts the location of each ringing event across the four bioclimatic zones in Finland, and
the marginal histograms show their distribution and sample size per spatial coordinate (European Terrestrial Reference System 1989 coordinate system). The
four side panels (Left) illustrate the distribution of ringing events over day of year for one selected species in each bioclimatic zone, showing two example
years 20 to 25 y apart with different colors. Horizontal brackets indicate the phenological metrics calculated: beginning of breeding period (5th percentile),
end of breeding period (95th percentile), and duration (difference between the end and the beginning). The number of species analyzed in each bioclimatic
zone is shown beside each panel (73 species in total). There were 138 unique species-by-zone combinations as not all species were present in each of the four
zones. Bird illustrations are by Mike Langman (https://www.rspb-images.com).
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and SI Appendix, Text S3 for a detailed description of the
modeling approach).
We expected greater advancement of the beginning of the

breeding period for resident and short-distance migratory species
compared with long-distance migrants, since the former tend to
breed earlier in the season and may therefore be more responsive
to temperature changes (22, 33). Resident and short-distance mi-
gratory species with a single brood were also expected to contract
their breeding periods more than species breeding later in the
season or those with multiple broods. Bird species that tend to
breed early, such as resident and short-distance migratory species
in general, depend on the simultaneous availability of early re-
source peaks (16). These peaks tend to be short and sensitive to
temperature-induced shifts, especially at high latitudes (5, 20, 26),
while facing a tradeoff with a potentially high cost of early breeding
failure (16). Thus, the de facto overlap between breeding and re-
source availability may become even shorter under climate change.
Species with one brood also tend to be more specialized in their
resource use, and thus restricted to the periods of optimal resource
availability (15). In contrast, species with multiple broods may

exhibit an overall expansion of the breeding period. These
species tend to use resources that last longer, and may benefit
from presumed improvement of environmental conditions at both
the beginning and end of the breeding season (4, 15, 34). Finally, we
expected responses to differ among the bioclimatic zones, with
greater advancement in zones farther north, as climate warming is
more pronounced at higher latitudes (3, 35).

Results
Over four decades, the beginning of the breeding period
exhibited a mean advancement of 4.6 d (95% CI: 3.7, 5.5 d)
across bird species and bioclimatic zones (Fig. 3 and Table 1).
The end of the breeding period showed an even greater mean
advance of 6.3 d (95% CI: 5.5, 7.1 d; Fig. 3 and Table 1). To-
gether, this resulted in a shorter average breeding period, with a
mean reduction of 1.7 d (95% CI: 0.9, 2.6 d). Species-level mean
responses did not vary across bioclimatic zones for any of the
metrics (SI Appendix, Figs. S1 and S2).
In total, 23 out of the 73 bird species showed a contraction in

their breeding period (as indicated by a negative estimated mean

Fig. 2. Spatial distribution of the nestling ringing data. The map depicts the location of each ringing event across the four bioclimatic zones in Finland, and
the marginal histograms show their distribution and sample size per spatial coordinate (European Terrestrial Reference System 1989 coordinate system). The
four side panels (Left) illustrate the distribution of ringing events over day of year for one selected species in each bioclimatic zone, showing two example
years 20 to 25 y apart with different colors. Horizontal brackets indicate the phenological metrics calculated: beginning of breeding period (5th percentile),
end of breeding period (95th percentile), and duration (difference between the end and the beginning). The number of species analyzed in each bioclimatic
zone is shown beside each panel (73 species in total). There were 138 unique species-by-zone combinations as not all species were present in each of the four
zones. Bird illustrations are by Mike Langman (https://www.rspb-images.com).
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Les réponses des populations, espèces et communautés : les oiseaux  

Finlande

Les auteurs utilisent des données de plus de 820 
000 enregistrements de nidification pour 
quantifier les changements au début, à la fin et à la 
durée de la reproduction chez les oiseaux boréaux. 
En plus d'une avancée générale de la période de 
reproduction, on observe  une contraction globale 
de cette période. Ce modèle était le plus courant 
chez les espèces résidentes et les migratrices à 
courte distance.
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Migratory behavior and winter geography drive
differential range shifts of eastern birds in
response to recent climate change
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Over the past half century, migratory birds in North America have

shown divergent population trends relative to resident species,

with the former declining rapidly and the latter increasing. The

role that climate change has played in these observed trends is

not well understood, despite significant warming over this period.

We used 43 y of monitoring data to fit dynamic species distri-

bution models and quantify the rate of latitudinal range shifts

in 32 species of birds native to eastern North America. Since

the early 1970s, species that remain in North America through-

out the year, including both resident and migratory species,

appear to have responded to climate change through both col-

onization of suitable area at the northern leading edge of their

breeding distributions and adaption in place at the southern trail-

ing edges. Neotropical migrants, in contrast, have shown the

opposite pattern: contraction at their southern trailing edges

and no measurable shifts in their northern leading edges. As a

result, the latitudinal distributions of temperate-wintering species

have increased while the latitudinal distributions of neotropical

migrants have decreased. These results raise important ques-

tions about the mechanisms that determine range boundaries of

neotropical migrants and suggest that these species may be par-

ticularly vulnerable to future climate change. Our results highlight

the potential importance of climate change during the nonbreed-

ing season in constraining the response of migratory species to

temperature changes at both the trailing and leading edges of

their breeding distributions. Future research on the interactions

between breeding and nonbreeding climate change is urgently

needed.

Breeding Bird Survey | species distribution modeling |
occupancy modeling | range shifts | migration

O
ver the past half century, North America’s avifauna has

experienced widespread and sustained declines, with an

estimated net loss of nearly 3 billion birds (1). Although these

declines have occurred across most major biomes and taxo-

nomic groups, there has been a notable difference in population

trajectories of migratory and resident species, with the former

experiencing a net loss of nearly 2.5 billion individuals while the

latter has slightly increased (1). This stark difference suggests

that these groups face different threats or differ in their ability

to adapt to changing environmental conditions (2, 3).

The causes of the population declines documented by Rosen-

berg et al. are only partially understood, especially for migratory

species, but the primary threats to North American birds are

thought to include habitat loss (4), invasive species (5), and

direct and indirect anthropogenic mortality (6–8). Although

these threats are likely the primary drivers of declines in North

America’s avifauna, evidence that climate change is affecting the

distribution and demography of plant and animal populations is

pervasive (9–12). Continued climate change will likely act as a

threat multiplier, exacerbating declines caused by other factors

(13–15) and complicating management and restoration efforts to

reverse declines (16–18).

To date, most attempts to assess climate change vulnerability

in birds have used climate envelope models to project species

distributions under different emissions scenarios and quantify

the degree to which future distributions will overlap with cur-

rent distributions (19, 20). These methods, however, assume that

species will track climate change in space and therefore do not

account for adaption in place (21) or constraints on the ability

to colonize newly created habitats (22). An alternative approach

to assessing vulnerability, which explicitly aims to determine the

degree to which species or groups of species respond to cli-

mate change, is to quantify the degree to which species have

already shifted their distributions in response to recent climate

change.

For avian species, climate-driven changes in distributional

centers have been documented during both the breeding and

nonbreeding seasons (23, 24), and the speed of these shifts has

been positively linked to both population trend (25) and body

size (26). Expansion and contraction along range margins, how-

ever, has been relatively understudied, despite evidence that the

effects of climate change will be most severe in these periph-

eral regions (27). In this paper, we used a newly developed

dynamic species distribution model (28) to quantify breeding

range dynamics of 32 species of eastern North American birds

using 43 y of monitoring data from the North American Breed-

ing Bird Survey (BBS). We quantified the rate and direction of

latitudinal range shifts at each species’ breeding range center

and range margins and then tested how species’ traits, including

winter geography, population trend, and body size, influenced

the rate of range shifts. We restricted our analysis to eastern

North America to reduce the influence of factors other than

Significance

Over the past half century, populations of neotropical migra-

tory birds in North America have plummeted while popula-

tions of resident species have largely remained stable. We

show that resident and migratory birds in eastern North

America have responded differently to climate change over

this period, with the ranges of resident species expanding

along their northern margin while the ranges of migra-

tory species have contracted at their southern margin. These

results suggest that the ability to colonize newly suitable

areas may make resident species resilient to future climate

change but that climate-induced range contractions may make

neotropical migrants vulnerable to these changes.
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Table 3. Effects of species’ traits on the estimated rate and direction of range shifts

Winter geography

Resident North America Neotropics Trend Body size

Index Intercept p Intercept p Intercept p Slope p Slope p

Southern margin 0.0004 0.6 −0.007 0.94 0.003 1.0 −0.002 0.998 0.00003 0.9
(−0.004, 0.004) (−0.02, 0.002) (0.0005, 0.006) (−0.004, −0.0003) (−0.00003, 0.0001)

Mean breeding 0.02 1.0 −0.0005 0.60 0.009 1.0 0.002 1.000 −0.00005 0.7
latitude (0.01, 0.02) (−0.004, 0.003) (0.006, 0.01) (0.0003, 0.003) (−0.0001, 0.00001)

Northern margin 0.01 1.0 0.005 0.90 0.002 0.7 0.004 1.000 0.00006 0.7
(0.004, 0.02) (−0.002, 0.01) (−0.003, 0.008) (0.001, 0.007) (−0.00001, 0.0002)

Intercepts for each wintering geography represented the average annual rate of change (degrees latitude/y) at each latitudinal range index. Values in
parentheses are 95% CIs, and Bayesian P values indicate the proportion of posterior samples greater than 0.

distribution of Neotropical migrants, underscoring potentially

important differences in climate change vulnerability between

the two groups.

As temperatures across North America have warmed over

the past century, many species that were historically restricted

to the southeastern and mid-Atlantic United States have been

increasingly common in the northeast United States and south-

ern Canada (35–38), although quantifying the rate and magni-

tude of range shifts is challenging due to the low-density and

often stochastic nature of peripheral populations. Our study,

which provides a quantitative assessment of the rate and mag-

nitude of these northern limit expansions using methods that

account for imperfect detection, provides compelling evidence

that these leading-edge range shifts have primarily occurred in

species that winter in temperate areas. These shifts may be due

to increasing winter temperatures allowing species to survive at

higher latitudes, although these species are also generally tol-

erant of urban/suburban habitats, which could explain some of

their expansion (36).

The lack of leading-edge expansion by neotropical migrants

and the slow rate of expansion by temperate-wintering migrants

raise important questions about what determines range limits

in migratory species. The observed range expansions by resi-

dent species suggest that range limits of migratory species are

not the result of physical boundaries or dispersal limitation.

Instead, these results suggest that migration itself may constrain

populations from colonizing newly suitable habitat. Migratory

individuals breeding along the northern margin of their distri-

bution must undertake long migrations to reach these locations,

which could impose survival costs not experienced by resident

species and hinder the ability of individuals to colonize new

habitats. The lack of observable range expansion by neotrop-

ical migrants, however, indicates that these species may face

additional constraints not experienced by temperate-wintering

migrants. One hypothesis for this difference is that the north-

ern distribution of neotropical migrants is determined, at least

partially, by conditions experienced during the tropical win-

ter. Specifically, winter climate has been shown to negatively
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Fig. 2. Composite range shifts for neotropical migrants, temperate migrants, and year-round resident birds in eastern North America. Blue, green, and
orange lines are the posterior estimates of the annual latitudinal indexes, and white lines are the posterior means for each index. Vertical gray line indicates
the year 1985, before which none of the indices showed significant directional shifts and after which all but the southern range margin showed significant
northward movements.
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Fig. 1. Composite range shifts for all 32 species included in our analysis.
Orange lines are the posterior estimates of the annual latitudinal indexes,
and white lines are the posterior means for each index. Vertical gray line
indicates the year 1985, before which none of the indices showed significant
directional shifts and after which all but the southern range margin showed
significant northward movements.

shifts at the northern range margin. Body size had a small but

positive effect on the rate of range shifts at the southern range

margins (p=0.9) but no effect on the rate of change at mean

breeding latitude or northern range margin. Both neotropical

migrants and resident species included in our analysis showed

significant northward shifts in their mean breeding latitude, but

temperate-wintering migrants did not (Table 3).

Composite indices of range shifts by residents, temperate-

wintering migrants, and neotropical migrants largely confirm the

results of the regression analysis (Fig. 2). Neotropical migrants

showed consistent northward shifts in their southern range lim-

its (0.004
�
/y, 95% CI = 0.002 to 0.007) and mean breeding

latitude (0.007
�
/y, 95% CI = 0.005 to 0.01) but no evidence

of shifts at their northern range margin (0.002
�
/y, 95% CI =

−0.003 to 0.007). In contrast, resident species shifted their north-

ern range limit northward at a rate of 0.014
�
/y (95% CI =

0.008 to 0.019), but there was no evidence of shifts in their

southern range limits (0.0007, −0.002 to 0.003). Temperate-

wintering migrants shifted northward at their northern margins

at a rate of 0.007
�
/y (95% CI = 0.004 to 0.01) and at their

mean breeding latitudes at a rate of 0.0027 (95% CI = 0.001 to

0.004), roughly half the rate of resident species. Similar to resi-

dents, temperate-wintering migrants did not shift their southern

margins (−0.0001, −0.003 to 0.003). As a result, the latitudi-

nal distribution (difference between the northern and southern

range margins) of neotropical migrants shrunk over the time

period from 1972 to 2014 while the distribution of temperate-

wintering migrants and residents increased. Interestingly, the

northern range margin of migratory species showed more annual

variation (neotropical migrants, coefficient of variation [CV] =

7.19; temperate-wintering species, CV = 7.93) than the north-

ern range margin of residents (CV = 3.55, 95% CI = 0.54

to 19.01).

None of the three groups have kept pace with temperature

changes across their ranges. Despite significant northward shifts

at their range margins, mean annual temperature at the north-

ern range margin of resident species has increased at a rate of

0.007
�
/y (95% CI = 0.002 to 0.011). The rate of temperature

change at the northern range margin of migratory species was

even greater (temperate-wintering migrants, 0.021
�
/y, 95% CI =

0.017 to 0.024; neotropical migrants, 0.023
�
/y, 95% CI = 0.019

to 0.029). Along their southern range margins, residents have

experienced a temperature increase of 0.013
�
/y (95% CI = 0.009

to 0.017) compared to 0.016
�
/y (95% CI = 0.013 to 0.018) for

neotropical migrants and 0.032
�
/y (95% CI = 0.028 to 0.035) for

temperate-wintering migrants.

Discussion
Using 43 y of monitoring data, we found evidence that the dis-

tributions of 32 species of eastern North American birds have

shown measurable responses to recent climate change. Averaged

across species, we detected significant northward shifts in mean

breeding latitudes and range margins, with a notable increase in

the rate of northward shifts at the mean breeding latitudes and

northern range margins beginning in the mid-1980s (Table 2).

This pattern of little to no directional change throughout the

1970s and early 1980s followed by rapid shifts beginning in the

mid-1980s closely matches temperature changes over this same

time period (33), supporting the hypothesis that latitudinal dis-

tributions of North American birds are strongly influenced by

temperature (34). These overall patterns, however, mask notable

differences in the responses of species that remain in North

American throughout the entire year (residents and temperate-

wintering species) and neotropical migrants. Consistent with our

predictions, resident species and temperate-wintering migratory

species have shifted their northern range margins northward by

nearly half of a degree latitude but have shown no directional

change at their southern margins. Neotropical migrants have

shown the opposite pattern, with measurable northward shifts in

their southern trailing range margins but no directional shifts at

their northern margins. These opposing patterns have resulted

in an expanding latitudinal distribution of species that remain

in North America year-round and a contracting latitudinal

Table 2. Estimated rate of range shifts before 1985 and after 1985

Pre-1985 Post-1985

Index Rate (�/y) Pr (Rate > 0) Rate (�/y) p

Mean breeding latitude 0.0015 (−0.004, 0.0081) 0.65 0.0058 (0.0036, 0.0083) 1.00
Northern margin −0.0038 (−0.0132, 0.0063) 0.21 0.0039 (−0.0005, 0.0102) 0.94
Southern margin 0.0042 (−0.0025, 0.0111) 0.89 0.0014 (−0.0002, 0.0032) 0.96

Values in parentheses are 95% CIs, and Bayesian P values indicate the proportion of posterior samples greater
than or less than 0.
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Amérique 
du Nord

Déplacements composites de l'aire de répartition pour les migrants néotropicaux, 
les migrants tempérés et les oiseaux résidents toute l'année dans l'est de l'Amérique du Nord.
Après 1985 tous les oiseaux, sauf sur la marge sud de l'aire de répartition, ont montré des 

mouvements importants vers le nord.

1985
Ces résultats 
suggèrent que la 
capacité de coloniser 
des zones 
nouvellement 
appropriées peut 
rendre les espèces 
résidentes résilientes 
aux changements 
climatiques futurs, 
mais que les 
contractions de l'aire 
de répartition 
induites par le climat 
peuvent rendre les 
migrants 
néotropicaux
vulnérables à ces 
changements.
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Bryophytes are predicted to lag behind future
climate change despite their high dispersal
capacities
F. Zanatta1,10, R. Engler2,10, F. Collart 1,10, O. Broennimann3,4, R. G. Mateo 5,6, B. Papp7, J. Muñoz 8,
D. Baurain 9, A. Guisan3,4,11 & A. Vanderpoorten1,11✉

The extent to which species can balance out the loss of suitable habitats due to climate

warming by shifting their ranges is an area of controversy. Here, we assess whether highly

efficient wind-dispersed organisms like bryophytes can keep-up with projected shifts in their

areas of suitable climate. Using a hybrid statistical-mechanistic approach accounting for

spatial and temporal variations in both climatic and wind conditions, we simulate future

migrations across Europe for 40 bryophyte species until 2050. The median ratios between

predicted range loss vs expansion by 2050 across species and climate change scenarios

range from 1.6 to 3.3 when only shifts in climatic suitability were considered, but increase to

34.7–96.8 when species dispersal abilities are added to our models. This highlights the

importance of accounting for dispersal restrictions when projecting future distribution ranges

and suggests that even highly dispersive organisms like bryophytes are not equipped to fully

track the rates of ongoing climate change in the course of the next decades.
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warming by shifting their ranges is an area of controversy. Here, we assess whether highly

efficient wind-dispersed organisms like bryophytes can keep-up with projected shifts in their

areas of suitable climate. Using a hybrid statistical-mechanistic approach accounting for

spatial and temporal variations in both climatic and wind conditions, we simulate future

migrations across Europe for 40 bryophyte species until 2050. The median ratios between

predicted range loss vs expansion by 2050 across species and climate change scenarios

range from 1.6 to 3.3 when only shifts in climatic suitability were considered, but increase to

34.7–96.8 when species dispersal abilities are added to our models. This highlights the

importance of accounting for dispersal restrictions when projecting future distribution ranges

and suggests that even highly dispersive organisms like bryophytes are not equipped to fully

track the rates of ongoing climate change in the course of the next decades.
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Future climate change vulnerability of endemic
island mammals
Camille Leclerc1,2✉, Franck Courchamp 1 & Céline Bellard1

Despite their high vulnerability, insular ecosystems have been largely ignored in climate

change assessments, and when they are investigated, studies tend to focus on exposure to

threats instead of vulnerability. The present study examines climate change vulnerability of

islands, focusing on endemic mammals and by 2050 (RCPs 6.0 and 8.5), using trait-based

and quantitative-vulnerability frameworks that take into account exposure, sensitivity, and

adaptive capacity. Our results suggest that all islands and archipelagos show a certain level of

vulnerability to future climate change, that is typically more important in Pacific Ocean ones.

Among the drivers of vulnerability to climate change, exposure was rarely the main one and

did not explain the pattern of vulnerability. In addition, endemic mammals with long gen-

eration lengths and high dietary specializations are predicted to be the most vulnerable to

climate change. Our findings highlight the importance of exploring islands vulnerability to

identify the highest climate change impacts and to avoid the extinction of unique biodiversity.
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Despite their high vulnerability, insular ecosystems have been largely ignored in climate

change assessments, and when they are investigated, studies tend to focus on exposure to

threats instead of vulnerability. The present study examines climate change vulnerability of

islands, focusing on endemic mammals and by 2050 (RCPs 6.0 and 8.5), using trait-based

and quantitative-vulnerability frameworks that take into account exposure, sensitivity, and

adaptive capacity. Our results suggest that all islands and archipelagos show a certain level of

vulnerability to future climate change, that is typically more important in Pacific Ocean ones.

Among the drivers of vulnerability to climate change, exposure was rarely the main one and

did not explain the pattern of vulnerability. In addition, endemic mammals with long gen-

eration lengths and high dietary specializations are predicted to be the most vulnerable to

climate change. Our findings highlight the importance of exploring islands vulnerability to

identify the highest climate change impacts and to avoid the extinction of unique biodiversity.
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Tasmania, Madagascar, and West Indies), all have low values of
exposure and high values of adaptive capacity, but the associated
variables responsible for these differ (Fig. 3). For instance, in the
West Indies, the adaptive capacity is associated with geographic
isolation and extinction rate, while in Japan it is more associated
with phylogenetic distinctiveness. The second principal compo-
nent emphasizes that the vulnerability of West Indies and Solo-
mon Islands is mostly driven by high sensitivity, while the
opposite pattern is found for Japan.

Species’ ecological variables and climate change vulnerability.
Although sensitivity was an important factor for particular
archipelagos (e.g. Solomon Islands and West Indies), it was
generally not detected as the most important driver of vulner-
ability at the island scale. We thus tried to identify the ecological
traits associated with high vulnerability at the species level.
Among the four ecological traits of the sensitivity component,
two of them were significantly positively correlated to vulner-
ability values: dietary specialization and generation length
(Fig. 4a, b). This pattern can differ at the archipelago scale. For
example, West Indies showed a negative relationship for dietary
specialization (Spearman’s rank correlation: S= 244.11, rho=
−0.11, p= 0.75) and generation length (S= 246.00, rho=−0.12,
p= 0.73) (Supplementary Fig. 7). Conversely, no relationship was
found between vulnerability and ecological redundancy or habitat
specialization at the global scale (Fig. 4c, d). However, we found
different patterns depending on the archipelago considered. For
West Indies, vulnerability was negatively associated with

ecological redundancy and habitat specialization, while the
opposite was found for Japan (Supplementary Fig. 7).

Discussion
Our 2050 insular climate change vulnerability assessment
revealed a clear pattern of spatial heterogeneity in terms of island
and archipelago vulnerability. This pattern was not driven by
species richness (Supplementary Fig. 1), while this is a common
criterion to highlight the most important areas for biodiversity
and to allocate limited conservation resources effectively26.
Prioritization approaches based only on richness have already
shown to mislead on which areas to protect, which suggests that it
is important to include others factors such as vulnerability, both
at current27,28 and future time. Although insular vulnerability
values were heterogeneous, all islands and archipelagos were
predicted to be affected by future climate change. Therefore,
climate change will be an additional threat for insular ecosystems
that are already particularly threatened by current threats29.
Surprisingly, we found that exposure, which is overall homo-
geneous within the islands (Supplementary Fig. 8), is not a key
factor to explain future vulnerability to climate change. Indeed,
only two archipelagos (Bismarck Archipelago and New Hebrides)
were highly exposed to climate change, yet six archipelagos in the
Pacific Ocean were potentially highlighted as highly vulnerable:
Bismarck Archipelago, Malay Archipelago, New Caledonia, New
Hebrides, Solomon Islands, and Sulawesi. This finding is parti-
cularly important as it highlights the potential high sensitivity of
island faunas and their low adaptive capacity to explain
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Fig. 2 Vulnerability assessment and its components’ relationship of endemic island mammals. a Global gradient of island vulnerability to future climate
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The identification of islands and archipelagos is based on data from Weigelt et al.55 (see Supplementary Table 2).

ARTICLE NATURE COMMUNICATIONS | https://doi.org/10.1038/s41467-020-18740-x

4 NATURE COMMUNICATIONS | ����� ���(2020)�11:4943� | https://doi.org/10.1038/s41467-020-18740-x | www.nature.com/naturecommunications

Les  résultats suggèrent que toutes les îles et 
archipels présentent un certain niveau de 
vulnérabilité aux futurs changements climatiques ; 
niveau qui est généralement plus important dans 
ceux de l'océan Pacifique. 
Parmi les facteurs de vulnérabilité au changement 
climatique, l'exposition est rarement le principal et 
n'explique pas le modèle de vulnérabilité. 
les mammifères endémiques avec de longues 
générations et des spécialisations alimentaires 
élevées devraient être les plus vulnérables au 
changement climatique.
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Seasonal environmental conditions shape the behavior and life
history of virtually all organisms. Climate change is modifying these
seasonal environmental conditions, which threatens to disrupt
population dynamics. It is conceivable that climatic changes may be
beneficial in one season but result in detrimental conditions in
another because life-history strategies vary between these time pe-
riods. We analyzed the temporal trends in seasonal survival of
yellow-bellied marmots (Marmota flaviventer) and explored the en-
vironmental drivers using a 40-y dataset from the Colorado Rocky
Mountains (USA). Trends in survival revealed divergent seasonal pat-
terns, which were similar across age-classes. Marmot survival de-
clined during winter but generally increased during summer.
Interestingly, different environmental factors appeared to drive sur-
vival trends across age-classes. Winter survival was largely driven by
conditions during the preceding summer and the effect of continued
climate change was likely to be mainly negative, whereas the likely
outcome of continued climate change on summer survival was gen-
erally positive. This study illustrates that seasonal demographic re-
sponses need disentangling to accurately forecast the impacts of
climate change on animal population dynamics.

Marmota flaviventer | demography | environmental conditions |
mark–recapture | individual-based

Seasonality is a fundamental driver of ecosystem structure and
function (1), and plays a dynamic role in shaping the be-

havior and life history of many species (e.g., refs. 2, 3). Animals
occupying temperate, arctic, and alpine environments experience
distinct cyclic variation in biotic and abiotic factors, and have
evolved seasonal life-history strategies for coping with the
changing conditions. This includes short but mild summers
characterized by peaks in resource availability where animals
give birth to young and forage to gain fitness, and long often-
harsh winters with food shortages where animals largely depend
on fat reserves for energy and in extreme cases go into hiber-
nation (4, 5). However, climate change is altering the seasonal
conditions to which plants and animals are accustomed (e.g.,
refs. 1, 6). Temperatures are increasing, winter snowfall is de-
clining, snow is melting earlier, growing seasons are extending,
and the frequency of extreme events (e.g., droughts) is on the rise
(6–11). This has resulted in advancing phenologies [including ear-
lier flowering of plants and earlier emergence of hibernating ani-
mals (12)], range shifts (13), and changes to species interactions and
communities (14). Less well known, but of critical importance, are
the direct demographic consequences of a changing climate (e.g.,
changes in age-specific survival or fecundity).
Animals most likely to be affected by climate change include

high-latitude and high-elevation species which experience distinct
seasonal phases but which are restricted by natural boundaries
limiting shifts in distribution (horizontal or vertical). While changes
in adult survival will likely have the biggest impact on the

population dynamics of long-lived mammals, this life-history
stage also appears more robust to environmental perturbations,
whereas survival of younger age-classes may be more sensitive and
immediate indicators of the effects of climate change (15, 16). How-
ever, long-term individual-based data are required over multiple de-
cades to detect trends in survival in response to climate change.
Furthermore, long-term data on individual fitness-related traits (such
as body mass) are essential because such traits are closely linked
with environmental conditions and act as a proxy for an individual’s
collective past experience [both environmental and social (17)].
Species occupying extreme and highly seasonal environments can
undergo significant fluctuations in body mass (e.g., refs. 18–21).
Climate change could conceivably result in seasonally variable

demographic responses (1). For example, increasing tempera-
tures may reduce foraging time for certain species in summer to
avoid overheating (e.g., refs. 22–24) but may improve survival
during winter in harsh environments. A reduction in precipitation

Significance

Climate change is altering the seasonal environmental condi-
tions to which animals have adapted, but the outcome may
differ between seasons for a particular species. Demographic
responses therefore need disentangling on a seasonal basis to
make accurate forecasts. Our study shows that climate change
is causing seasonally divergent demographic responses in a
hibernating mammal. Continued climate change will likely
have a positive effect on summer survival but a negative effect
on winter survival. This potentially has wide-ranging conse-
quences across other species occupying temperate to more
extreme arctic and alpine habitats, which are also where the
most rapid changes in climate are observed.
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Seasonal environmental conditions shape the behavior and life
history of virtually all organisms. Climate change is modifying these
seasonal environmental conditions, which threatens to disrupt
population dynamics. It is conceivable that climatic changes may be
beneficial in one season but result in detrimental conditions in
another because life-history strategies vary between these time pe-
riods. We analyzed the temporal trends in seasonal survival of
yellow-bellied marmots (Marmota flaviventer) and explored the en-
vironmental drivers using a 40-y dataset from the Colorado Rocky
Mountains (USA). Trends in survival revealed divergent seasonal pat-
terns, which were similar across age-classes. Marmot survival de-
clined during winter but generally increased during summer.
Interestingly, different environmental factors appeared to drive sur-
vival trends across age-classes. Winter survival was largely driven by
conditions during the preceding summer and the effect of continued
climate change was likely to be mainly negative, whereas the likely
outcome of continued climate change on summer survival was gen-
erally positive. This study illustrates that seasonal demographic re-
sponses need disentangling to accurately forecast the impacts of
climate change on animal population dynamics.
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Seasonality is a fundamental driver of ecosystem structure and
function (1), and plays a dynamic role in shaping the be-

havior and life history of many species (e.g., refs. 2, 3). Animals
occupying temperate, arctic, and alpine environments experience
distinct cyclic variation in biotic and abiotic factors, and have
evolved seasonal life-history strategies for coping with the
changing conditions. This includes short but mild summers
characterized by peaks in resource availability where animals
give birth to young and forage to gain fitness, and long often-
harsh winters with food shortages where animals largely depend
on fat reserves for energy and in extreme cases go into hiber-
nation (4, 5). However, climate change is altering the seasonal
conditions to which plants and animals are accustomed (e.g.,
refs. 1, 6). Temperatures are increasing, winter snowfall is de-
clining, snow is melting earlier, growing seasons are extending,
and the frequency of extreme events (e.g., droughts) is on the rise
(6–11). This has resulted in advancing phenologies [including ear-
lier flowering of plants and earlier emergence of hibernating ani-
mals (12)], range shifts (13), and changes to species interactions and
communities (14). Less well known, but of critical importance, are
the direct demographic consequences of a changing climate (e.g.,
changes in age-specific survival or fecundity).
Animals most likely to be affected by climate change include

high-latitude and high-elevation species which experience distinct
seasonal phases but which are restricted by natural boundaries
limiting shifts in distribution (horizontal or vertical). While changes
in adult survival will likely have the biggest impact on the

population dynamics of long-lived mammals, this life-history
stage also appears more robust to environmental perturbations,
whereas survival of younger age-classes may be more sensitive and
immediate indicators of the effects of climate change (15, 16). How-
ever, long-term individual-based data are required over multiple de-
cades to detect trends in survival in response to climate change.
Furthermore, long-term data on individual fitness-related traits (such
as body mass) are essential because such traits are closely linked
with environmental conditions and act as a proxy for an individual’s
collective past experience [both environmental and social (17)].
Species occupying extreme and highly seasonal environments can
undergo significant fluctuations in body mass (e.g., refs. 18–21).
Climate change could conceivably result in seasonally variable

demographic responses (1). For example, increasing tempera-
tures may reduce foraging time for certain species in summer to
avoid overheating (e.g., refs. 22–24) but may improve survival
during winter in harsh environments. A reduction in precipitation

Significance

Climate change is altering the seasonal environmental condi-
tions to which animals have adapted, but the outcome may
differ between seasons for a particular species. Demographic
responses therefore need disentangling on a seasonal basis to
make accurate forecasts. Our study shows that climate change
is causing seasonally divergent demographic responses in a
hibernating mammal. Continued climate change will likely
have a positive effect on summer survival but a negative effect
on winter survival. This potentially has wide-ranging conse-
quences across other species occupying temperate to more
extreme arctic and alpine habitats, which are also where the
most rapid changes in climate are observed.
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© Mark A. Chappell

Le changement climatique 
continu aura probablement un 
effet positif sur la survie 
estivale, mais un effet négatif 
sur la survie hivernale.
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Rapid climate change results in long-lasting spatial
homogenization of phylogenetic diversity
Bianca Saladin 1✉, Loïc Pellissier1,2, Catherine H. Graham1, Michael P. Nobis 1, Nicolas Salamin 3 &
Niklaus E. Zimmermann 1

Scientific understanding of biodiversity dynamics, resulting from past climate oscillations and

projections of future changes in biodiversity, has advanced over the past decade. Little is

known about how these responses, past or future, are spatially connected. Analyzing the

spatial variability in biodiversity provides insight into how climate change affects the accu-

mulation of diversity across space. Here, we evaluate the spatial variation of phylogenetic

diversity of European seed plants among neighboring sites and assess the effects of past

rapid climate changes during the Quaternary on these patterns. Our work shows a marked

homogenization in phylogenetic diversity across Central and Northern Europe linked to high

climate change velocity and large distances to refugia. Our results suggest that the future

projected loss in evolutionary heritage may be even more dramatic, as homogenization in

response to rapid climate change has occurred among sites across large landscapes, leaving a

legacy that has lasted for millennia.
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C limate stability through geological time allows more spe-
cies to evolve and persist, ultimately resulting in higher
biodiversity1–3. Climatically stable regions host endemic

and small ranged size species2 leading to high turnover of species
along spatial and environmental gradients, and high turnover of
lineages when considering their phylogenetic relatedness4. In
contrast, rapid changes in climate have been shown to strongly
affect biodiversity patterns by selecting against endemic species,
and instead favoring species with strong dispersal capabilities
which results in the persistence of generalist species with large
range sizes5,6. Today, ecosystems are exposed to rapid climate
change, forcing species to readjust their ranges and to track sui-
table habitats7–11. Such high climate change velocity will poten-
tially leave a marked imprint on the future biogeography of
clades12. By projecting phylogenetic diversity through time, an
increasing number of studies warn of a significant loss of evo-
lutionary heritage from climate change and call for conservation
of global genetic diversity12–15. While these studies analyzed
temporal patterns of phylogenetic diversity at given sites, little is
known about the imprints of fast climate change on the spatial
variation in phylogenetic diversity (phylogenetic turnover, phylo-
β hereafter) among sites across large regions. Spatial phylo-β
provides information on how much diversity a landscape can
maintain and where in geographic space lineage diversity varies
due to past region-specific processes16. Understanding the effects
of past rapid climatic changes on spatial phylo-β is crucial for
anticipating the dramatic effects of ongoing climate changes on
future species distributions and extinctions17,18.

Biodiversity patterns emerge from ecological and evolutionary
processes including immigration, competition, speciation, and
extinction19. These processes are lineage-specific because lineages
vary in their dispersal ability and capacity to adapt to certain
environments, leading to turnover of clades across environ-
mental20 and geographic21 space. Landscapes of high environ-
mental diversity offer more niche space for adaptation, resulting
in faster lineage diversification. Topographically complex regions
are characterized by natural migration barriers and enhance
allopatric speciation19. Disturbances such as glacial cycles can
reset and reduce the diversity22,23. All these processes affect
spatial patterns in phylo-β and are mediated by the rate and
extent of climate change.

Phylo-β increases with geographic and environmental dis-
tance20 and with richness difference24 among sites. To assess the
effect of climate change on phylo-β across large landscapes, one
has to remove the effect of richness differences (using Simpson
based phylo-β24) and the effect of geographic and environmental
distances among sites (corrected, Simpson-based phylo-β20;
phylo-βsimC hereafter). This makes comparisons across regions
independent of local topographic complexity.

Here, we quantify the phylo-βsimC of seed plants across Europe
among neighboring cells. Europe is ideal for analyzing the effects
of rapid climate change on phylo-βsimC, as climate oscillations
and glaciations have strongly influenced current species
distributions25,26. European species distributions have expanded
and contracted through history resulting in both extinctions27–29,
and species persistence in small, scattered southern refugia during
cold periods. From there, they expanded northwards or to higher
elevations during subsequent warmings27,30–32. Some species
might also have survived in northern refugia, although this is
debated33,34. These processes likely strongly influenced species
compositions in regions of high climatic oscillations and away
from refugia areas by resetting the northern diversity. We expect
that these historical changes left a strong imprint on phylogenetic
structure across regions. More specifically, we expect lower phylo-
βsimC (i) in regions of high past climate change velocity, (ii) in
regions with increasing distance to refugia, (iii) and where range

sizes of species are larger. To test these hypotheses, we evaluated
the relative importance of past climate change velocity35, distance
to refugia using dynamic range expansion simulations36 and
mean range size of the local species pool20 in explaining phylo-
βsimC. We analyze phylo-βsimC separately for angiosperms and
gymnosperms.

Our results reveal a strong spatial homogenization in phylo-
genetic seed plant diversity across Central and Northern Europe.
These patterns emerge when analyzing phylogenetic turnover
among neighboring cells that is corrected for environmental and
geographic distance effects. The resulting pattern is best explained
by rapid Quaternary climate change and distance to glacial
refugia, indicating that only a subset of species with suitable
conditions farther north has tracked the warming since LGM
from the southern refugia. The coincidence of hypothesized
northern refugia with regions of elevated spatial turnover in
Central and Northern Europe in our results supports the idea that
refugia existed in regions north of the southern mountain
systems.

Results
Spatial patterns in phylogenetic turnover across Europe. In
agreement with our general expectation, phylo-βsimC (i.e., Simp-
son’s phylo-β corrected for local environmental or geographic
distances) of both angiosperms and gymnosperms was strongly
structured across Europe and generally higher in Southern than
in Northern Europe, with some peaks and troughs in Central
Europe (Fig. 1 and Supplementary Fig. 1). In angiosperms, low
phylo-βsimC was not only found in Northern Europe, but also
within, north and east of the Alps. In contrast, high phylo-βsimC
was generally found in Southern Europe, but also in the Car-
pathians, Benelux, Northern Germany, and South England. A
similar pattern was found for gymnosperms, but with low phylo-
βsimC for most of the Northern Atlantic coast and the Tatra
mountains (north-western Carpathians).

Drivers of spatial phylogenetic turnover across Europe. The
phylo-βsimC pattern of angiosperms (Fig. 2a) were well explained
(R2= 0.49) by the three explanatory variables (Fig. 3): mean
distance to the LGM refugia (DistRef), past climate change
velocity (Vocc), and mean range size of species assemblages
(RangeS). The relative contribution of the three variables to the
total model fit was 68% (DistRef), 18% (Vocc), and 14% (Ran-
geS). A different result emerged for gymnosperms (Fig. 2b and
Supplementary Fig. 2). The explanatory model reached a lower
calibration strength (R2= 0.36), and the ranking of the relative
contribution of the three variables changed with 43% (DistRef),
25% (Vocc), and 32% (RangeS). Similar explanatory results were
found (Supplementary Fig. 3) when climate stability since LGM
(ClimStab) was used instead of DistRef, which are highly corre-
lated (r=−0.77 in angiosperms, r=−0.79 in gymnosperms).
Southern Europe is characterized by a high species diversity of
seed plants that persisted in refugia during the LGM (Fig. 4 and
Supplementary Fig. 4). The patterns in phylo-βsimC were nega-
tively related to distances to LGM refugia (Fig. 3 and Supple-
mentary Fig. 2). While past climate change velocities were
negatively related to phylo-βsimC, climate stability and species
range size were positively related to phylo-βsimC (Fig. 3 and
Supplementary Fig. 2).

Local distance effects of geography and environment. Envir-
onmental and geographic distances regressed positively (adjusted
regression R2 for angiosperms: 0.31, gymnosperms: 0.13) with
true phylogenetic turnover (phylo-β corrected for species richness
differences; Supplementary Fig. 5). The removal of these distance
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Les  auteurs évaluent la variation spatiale de la 
diversité phylogénétique des plantes à graines 
européennes parmi des sites voisins et les effets 
des changements climatiques rapides passés au 
cours du Quaternaire sur ces modèles. 

Les travaux montrent une homogénéisation 
marquée de la diversité phylogénétique en 
Europe centrale et septentrionale liée à la vitesse 
élevée du changement climatique et aux grandes 
distances jusqu'aux refuges. 

Les résultats suggèrent que la perte future 
projetée du patrimoine évolutif pourrait être 
encore plus dramatique, car l’homogénéisation 
en réponse à un changement climatique rapide 
s'est produite parmi des sites à travers de grands 
paysages, laissant un héritage qui dure depuis 
des millénaires.
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climatic and socio-economic scenarios, provide important evi-
dence for conservation-oriented decision-making from the local to
the global scale. Our results provide quantitative support for policy
measures aiming at curtailing the global area of agricultural
land37,38 (by sustainably intensifying production39–41, encoura-
ging dietary shifts42,43 and stabilising population growth44),
especially in areas of small-range species36, steering production
to agro-ecologically optimal areas when the additional expansion
is inevitable39,45, targeting land abandonment and restoration in
hotspot areas46,47 and limiting climate change48. Whilst our data
quantify the drastic consequences for species’ ranges if global land
use and climate change are left unchecked, they also demonstrate
the tremendous potential of timely and concerted policy action for
halting and indeed partially reversing previous trends in global
range contractions.

Methods
Global land-use data. For the historical time period 1700–2016, we used recon-
structions of global cropland, pasture, and urban areas from the HYDE 3.2 data-
set49 (available from https://doi.org/10.17026/dans-25g-gez3). Whilst HYDE 3.2
provides land-use data as far back as 10,000 BCE, we began our analysis in the year
1700, prior to which global land-use data are subject to increased uncertainty49,50.
A total of 47 maps, including lower and upper uncertainty bounds, are available at
10-year intervals between 1700 and 2000, and at 1-year intervals between 2000 and
2016. These data were upscaled from their original spatial resolution of 0.083° to a
0.5° grid by summing up the cropland, pasture, or urban areas of all 0.083° grid
cells contained in a given 0.5° cell.

For the period 2020–2100, we used 0.5°-resolution 10-year time-step
projections of global cropland, pasture, and urban areas from the AIM model51
(available from https://doi.org/10.7910/DVN/4NVGWA), covering Representative
Concentration Pathways (RCPs) 2.6, 4.5, 6.0 and 8.5, and Shared Socio-economic
Pathways (SSPs) 1–5. The dataset contains all possible combinations of these
emission and socio-economic trajectories with the exception of RCP 2.6/SSP 3,
and RCP 8.5/SSPs 1–4. The data were harmonised with the HYDE 3.2 data by
adding the differences between HYDE 3.2 and AIM cropland, pasture and urban
area maps in the year 2010 to the AIM future land use projections. We refer to
refs. 27–29,52 for details of the emission and socio-economic pathways, and to ref. 28
for a comparison between the AIM model and other integrated assessment models.

Global biome data. We used the BIOME4 vegetation model53 (available from
https://pmip2.lsce.ipsl.fr/synth/biome4.shtml) to simulate the distribution of global
potential natural biomes between the years 1700 and 2000, and between 2020 and
2100 for each of the four climate-change scenarios considered here (RCPs 2.6, 4.5,
6.0, 8.5), at a spatial resolution of 0.5°. Inputs required by BIOME4 include global
mean atmospheric CO2 concentration, and gridded monthly means of temperature,
precipitation, and percent sunshine. Past and RCP-specific future CO2 levels were
obtained from refs. 54 and 55, respectively. The climatic data were generated as
follows. For the period 1700–1900, we used annual simulations from the HadCM3
climate model56 (available from https://esgf-node.llnl.gov/search/cmip5/; Experi-
ments ‘past1000’ and ‘historical’, Ensemble ‘r1i1p1’). For the period 1901–2016, we
used 0.5° resolution annual observational data57 (available from https://doi.org/
10.5285/10d3e3640f004c578403419aac167d82). For the period 2020–2100, and for
each RCP (2.6, 4.5, 6.0, 8.5), we used annual simulations from the HadGEM2-ES
climate model58, the MIROC5 climate model59 and the CSIRO-Mk3.6.0 climate
model60 (available from https://esgf-node.llnl.gov/search/cmip5/; for each climate
model and each RCP, we used averages from Ensembles ‘r1i1p1’, ‘r2i1p1’, ‘r3i1p1’,
‘r4i1p1’). We downscaled and bias-corrected both the pre-1901
HadCM3 simulations and the future HadGEM2-ES, MIROC5, and CSIRO-
Mk3.6.0 simulations using the delta method61. This method is based on applying
the difference between simulated and observed climate at times at which both are
available (here we used the 1900–1930 period for the historical data, and the year
2006 for the future data) to the simulated climate at points in time at which only
simulated data exist (i.e., pre-1901 and post-2016) in order to correct systematic
biases in the climate model61,62. The delta method also serves to spatially down-
scale the simulated climate to the 0.5° resolution of the observational data.

For the computation of the global biome distribution at a point in time t, we
used as inputs for BIOME4 the atmospheric CO2 concentration and gridded
monthly climate values averaged across the time interval [t – 30 years, t]. Biome
simulations were performed at 10-year intervals for both the historical and the
future period. The complete time series of global biome simulations are available as
Supplementary Movies 1–13.

Estimation of species’ habitat ranges. We estimated the geographic habitat
ranges of an individual bird, mammal, and amphibian species through time fol-
lowing the general methodology in ref. 23. Our approach combines the following
data:

I. Spatial polygon data of species-specific extents of occurrence of all known
birds63 (available from http://datazone.birdlife.org/species/requestdis),
mammals, and amphibians64 (available from https://www.iucnredlist.org/).

II. Species-specific biome requirements63,64 (data also available from the above
websites).
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Fig. 3 Projected future range changes of mammals, birds and amphibians for representative concentration pathways (RCPs) 2.6, 4.5, 6.0, 8.5, and
shared socioeconomic pathways (SSPs) 1–5. a Across-species median range size changes, relative to potential natural ranges in 1850 (analogous to the
black line in Fig. 1a). b Percentage of species projected to experience a loss of more than half their natural range size. In (a), (b), lines represent the means
of projections derived based on n= 3 different climate models; uncertainty bands represent standard deviations and indicate the uncertainty of the
projections with respect to the climate data ('Methods'). Uncertainties of the AIM land-use projections of specific RCP/SSP scenarios are not available.
RCP/SSP scenarios not shown are either incompatible or the relevant land-use data were not generated with the AIM model51. Complete fan charts
showing 10%–90% percentiles of range changes across species (as in Fig. 1a), and bar charts showing critical range losses by primary mega-biome (as in
Fig. 1b), are shown in Supplementary Fig. 3 for individual RCP/SSP combinations.
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Les espèces ont perdu en moyenne 18% de la taille de leur habitat 
naturel jusqu'à présent, et pourraient en perdre jusqu'à 23% d'ici 
2100. Les données révèlent que les pertes d'aire de répartition ont 
augmenté de manière disproportionnée par rapport à la superficie 
de l'habitat détruit, sous l’effet d’une augmentation à long terme 
de l'utilisation des terres dans les points chauds de la biodiversité 
tropicale.
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Generality in understanding biodiversity responses to climate change
has been hampered by substantial variation in the rates and even
directions of response to a given change in climate. We propose
that such context dependencies can be clarified by rescaling
climate gradients in terms of the underlying biological processes,
with biotic interactions as a particularly important process. We
tested this rescaling approach in a replicated field experiment
where entire montane grassland communities were transplanted
in the direction of expected temperature and/or precipitation
change. In line with earlier work, we found considerable variation
across sites in community dynamics in response to climate change.
However, these complex context dependencies could be substan-
tially reduced or eliminated by rescaling climate drivers in terms of
proxies of plant−plant interactions. Specifically, bryophytes limited
colonization by new species into local communities, whereas the
cover of those colonists, along with bryophytes, were the primary
drivers of local extinctions. These specific interactions are relatively
understudied, suggesting important directions for future work in
similar systems. More generally, the success of our approach in
explaining and simplifying landscape-level variation in climate
change responses suggests that developing and testing proxies
for relevant underlying processes could be a fruitful direction for build-
ing more general models of biodiversity response to climate change.

colonization | extinction | context dependency | temperature |
precipitation

Evidence of climate change impacts on biodiversity is rapidly
accumulating (1, 2), both for species-level range shifts (3–7)

and for changes in community composition (8–10). However,
attempts to synthesize climate change impacts have been stymied
by substantial variation in rates and even directions of biodi-
versity response to a given change in climate (6, 11–13). This
dependence of the response to climate change on the ambient
climate of the site, referred to as baseline dependency or context
dependency, greatly limits both our understanding of observed
climate change impacts, as well as our ability to forecast future
biodiversity trends (14–16).
We argue that climate context dependencies arise from three

ubiquitous complexities in how biological systems respond to the
environment: First, responses to climate change are often due to
changes in biotic interactions mediated by climate, rather than
direct physiological response to the climate factors per se, es-
pecially at the warmer/lagging edge of species’ climatic ranges
(15, 17–20). Second, biological responses, whether to biotic or
abiotic factors, are generally nonlinear, which will cause the rate
and direction of response to a given change in that factor to
depend on the ambient value of that factor (Fig. 1A), as has been
repeatedly documented for temperature responses (3, 16, 21).
Third, biological responses are generally affected by multiple and
interacting environmental drivers, which implies that response to

one factor depends on variation in another, as exemplified by the
differential responses to climate warming found in dry vs. wet
regions (Fig. 1A vs. Fig. 1B), which also has consequences at the
community level (Fig. 1C vs. Fig. 1D) (22, 23).
We propose that these complexities can be simplified, and

generality of responses to climate change broadened, by rescal-
ing the climatic predictor variables in biological terms, that is, by
taking the plant’s eye view on the environment. To do this, we
argue that the predominance of indirect effects of climate mediated
through biotic interactions may actually represent an opportunity
rather than a challenge. This is because many different environ-
mental factors influence biotic interactions through the same un-
derlying biological mechanisms, and these diverse environmental
factors should then be reflected in the same biological variables.
For example, in herbaceous plant communities, either warmer or
wetter conditions often lead to increased biomass or height (24, 25),
which leads to increased competition for light, which, in turn, de-
termines which species are able to persist in the community. In this
example, biomass or height serves as a proxy for the magnitude and
mode of competitive interactions that determine community re-
sponses such as species composition or diversity. Because biomass

Significance

Evidence of climate change impacts on biodiversity is accu-
mulating, but a growing literature also reveals highly variable
rates and even directions of these responses. We propose that
this complexity arises because biological processes do not re-
spond to climate in direct and linear ways and, therefore, that
complex biodiversity responses could be simplified by rescaling
climate in terms of the underlying biological processes. Ap-
plying this “plant’s eye view” approach to a montane grassland
climate change experiment, we find that variation in local ex-
tinction and colonization rates in response to temperature and
precipitation change across landscapes emerge from unexpected
and understudied biotic interactions. Thus, biotic rescaling can si-
multaneously test mechanistic hypotheses and enhance generality
in understanding of biodiversity responses to climate change.
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rather than a challenge. This is because many different environ-
mental factors influence biotic interactions through the same un-
derlying biological mechanisms, and these diverse environmental
factors should then be reflected in the same biological variables.
For example, in herbaceous plant communities, either warmer or
wetter conditions often lead to increased biomass or height (24, 25),
which leads to increased competition for light, which, in turn, de-
termines which species are able to persist in the community. In this
example, biomass or height serves as a proxy for the magnitude and
mode of competitive interactions that determine community re-
sponses such as species composition or diversity. Because biomass

Significance

Evidence of climate change impacts on biodiversity is accu-
mulating, but a growing literature also reveals highly variable
rates and even directions of these responses. We propose that
this complexity arises because biological processes do not re-
spond to climate in direct and linear ways and, therefore, that
complex biodiversity responses could be simplified by rescaling
climate in terms of the underlying biological processes. Ap-
plying this “plant’s eye view” approach to a montane grassland
climate change experiment, we find that variation in local ex-
tinction and colonization rates in response to temperature and
precipitation change across landscapes emerge from unexpected
and understudied biotic interactions. Thus, biotic rescaling can si-
multaneously test mechanistic hypotheses and enhance generality
in understanding of biodiversity responses to climate change.

Author contributions: V.V. and D.E.G. designed research; V.V. and K.K. performed re-
search; V.V., O.S., R.J.T., and A.H.H. analyzed data; and V.V., O.S., K.K., R.J.T., A.H.H.,
and D.E.G. wrote the paper.

The authors declare no competing interest.

This article is a PNAS Direct Submission.

This open access article is distributed under Creative Commons Attribution-NonCommercial-
NoDerivatives License 4.0 (CC BY-NC-ND).

See online for related content such as Commentaries.
1To whom correspondence may be addressed. Email: vigdis.vandvik@uib.no.

This article contains supporting information online at https://www.pnas.org/lookup/suppl/
doi:10.1073/pnas.2003377117/-/DCSupplemental.

First published August 31, 2020.

22858–22865 | PNAS | September 15, 2020 | vol. 117 | no. 37 www.pnas.org/cgi/doi/10.1073/pnas.2003377117

Do
wn

lo
ad

ed
 a

t I
NI

ST
 C

NR
S 

on
 O

ct
ob

er
 1

8,
 2

02
0 

COMMENTARY

Rethinking climate context dependencies in
biological terms
Jonathan Lenoira,1

To detect biodiversity changes, biologists can rely on
time series of historical observations and resurveys (1–
3). As global climate is warming, there is a staggering
number of studies detecting population losses (i.e.,
local extinction or extirpation events), species range
shifts (e.g., leading-edge expansion), and community
reshuffling (e.g., biotic homogenization) (4–6). How-
ever, to attribute these detections to specific factors,
with the aim to hone our predictive tools, is a more
challenging task and still a nascent research area. Re-
cent work suggests that not only the magnitude of
climate change matters to explain the observed vari-
ation in biodiversity changes but also the ambient cli-
mate context from historical surveys (i.e., baseline
climatic conditions) (7) as well as the interaction be-
tween the two (4, 5) (Fig. 1). For instance, under similar
velocities of climate change, marine species coming
from initially warm waters are shifting their geograph-
ical range poleward much faster than those coming
from initially cold waters (5). These complex interac-
tions generate climate context dependencies (Fig. 1)
and thus complicate our understanding of biodiversity
responses to anthropogenic climate change. Yet, the
total contribution of climate context dependencies,
like the one example mentioned above to explain
the observed variation in biodiversity redistribution
under climate change, remains relatively low (5), thus
bringing into question the relevance of complicating
models that rely on climatic predictors only. In a study
in PNAS, Vandvik et al. (8) propose to simplify the use
of complex interaction terms between climatic vari-
ables in models to explain, and potentially predict,
biodiversity responses to anthropogenic climate change
by rethinking climate context dependencies in biological
terms.

To illustrate how biotic rescaling may capture cli-
mate context dependencies, let us compare biodiver-
sity responses to climate change between two distant
ecosystems differing in ambient climate (Fig. 1). In a
temperate forest ecosystem, the developed root system

of trees combined with a dense network of stomata in
the leaves allows water to circulate from the deep soil
layers to the top of the canopy layer through transpira-
tion, a process that creates and sustains its own forest
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Fig. 1. Climate context dependencies involve complex
interaction effects between the magnitude of climate
change (CC) and different ambient (or baseline) climate
(AC) contexts (e.g., temperate vs. boreal). In PNAS,
Vandvik et al. (8) suggest rethinking these climate context
dependencies in biological terms by using simple proxies,
such as the cover or density of the most dominant layer,
capturing both biotic interactions and microclimatic
processes that are meaningful to predict the impact of
climate change on vascular plant communities.
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COMMENTARY

Rethinking climate context dependencies in
biological terms
Jonathan Lenoira,1

To detect biodiversity changes, biologists can rely on
time series of historical observations and resurveys (1–
3). As global climate is warming, there is a staggering
number of studies detecting population losses (i.e.,
local extinction or extirpation events), species range
shifts (e.g., leading-edge expansion), and community
reshuffling (e.g., biotic homogenization) (4–6). How-
ever, to attribute these detections to specific factors,
with the aim to hone our predictive tools, is a more
challenging task and still a nascent research area. Re-
cent work suggests that not only the magnitude of
climate change matters to explain the observed vari-
ation in biodiversity changes but also the ambient cli-
mate context from historical surveys (i.e., baseline
climatic conditions) (7) as well as the interaction be-
tween the two (4, 5) (Fig. 1). For instance, under similar
velocities of climate change, marine species coming
from initially warm waters are shifting their geograph-
ical range poleward much faster than those coming
from initially cold waters (5). These complex interac-
tions generate climate context dependencies (Fig. 1)
and thus complicate our understanding of biodiversity
responses to anthropogenic climate change. Yet, the
total contribution of climate context dependencies,
like the one example mentioned above to explain
the observed variation in biodiversity redistribution
under climate change, remains relatively low (5), thus
bringing into question the relevance of complicating
models that rely on climatic predictors only. In a study
in PNAS, Vandvik et al. (8) propose to simplify the use
of complex interaction terms between climatic vari-
ables in models to explain, and potentially predict,
biodiversity responses to anthropogenic climate change
by rethinking climate context dependencies in biological
terms.

To illustrate how biotic rescaling may capture cli-
mate context dependencies, let us compare biodiver-
sity responses to climate change between two distant
ecosystems differing in ambient climate (Fig. 1). In a
temperate forest ecosystem, the developed root system

of trees combined with a dense network of stomata in
the leaves allows water to circulate from the deep soil
layers to the top of the canopy layer through transpira-
tion, a process that creates and sustains its own forest
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Fig. 1. Climate context dependencies involve complex
interaction effects between the magnitude of climate
change (CC) and different ambient (or baseline) climate
(AC) contexts (e.g., temperate vs. boreal). In PNAS,
Vandvik et al. (8) suggest rethinking these climate context
dependencies in biological terms by using simple proxies,
such as the cover or density of the most dominant layer,
capturing both biotic interactions and microclimatic
processes that are meaningful to predict the impact of
climate change on vascular plant communities.
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plants do not impede colonization by novel species, in contrast to
findings from numerous removal experiments (39, 40, 56, 57),
including in this system (36, 58, 59). Similarly, overall vascular
plant cover had no significant effect on extinction rates. While our
study does not experimentally manipulate interactions per se, the
lack of strong relationships of colonization and extinction to
measures of vascular plant abundance suggest that the individual-
level interactions measured in many experiments do not neces-
sarily scale up to population dynamics and community turnover.
This is likely because most experiments are comparisons of ex-
tremes, that is, vegetation is present at natural abundance or
completely absent. In contrast, climate change drives more subtle
changes in vegetation structure and abundance (38). Further,
competitive effects are rarely linear with the density of competi-
tors (60); if the changes in density observed occur within flatter
parts of competitive response curves, weaker impacts would be
expected (see also Fig. 1).
Instead of vascular plants, we found bryophytes and specific

groups of vascular plants to be important. Going from no bryo-
phytes to an 8-cm-tall mat reduced colonization by almost half.
This is in line with the few available experiments exploring in-
teractions from bryophytes, which document substantial effects
on recruitment probabilities of vascular plants in boreal and al-
pine systems (39, 52). Extinction also increased with bryophyte
height, but the strongest predictor of local extinction rates was
the cover of novel colonist species. This finding adds experi-
mental evidence to support recent research pointing to the role
of novel interactions in driving species extinctions under climate
warming (20). Our results suggest that future experimental work
on the effects of interactions on response to climate change
should move beyond studies of interactions among extant vas-
cular plants and simple removals of all vegetation to explicitly
include and disentangle the roles of a broader range of plant
functional types, explore effects of more subtle changes in bio-
mass, and incorporate density dependence.

Biotic Interactions Explain Context-Dependent Climate Change Responses.
Across the landscape, context dependencies in climate change re-
sponses explained as much variation in local colonization or

extinction rates in our study system as did the main effects of climate
change itself. The specific patterns underlying these context depen-
dencies parallel previous observations and experiments in moun-
tainous regions (3–6, 8–10, 21). Our second prediction stated that a
major cause of these context dependencies is change in the intensity
and nature of biotic interactions along temperature and precipitation
gradients (61, 62). In line with this prediction, we found that incor-
porating proxies for biotic interactions in the models for local ex-
tinction rates completely eliminates all climate context dependencies,
as well as much of the effect of the climate change treatments
themselves. Indeed, incorporating just two such proxies, bryophyte
cover and new colonist species cover, eliminates five complex inter-
action terms, and can account for ∼80% of the explained deviance in
extinctions. Importantly, incorporating these biotic interactions does
not explain any additional deviance relative to the climate-only
model, reinforcing the conclusion that biotic interactions are a
main underlying cause of the complex and context-dependent effects
on extinction found when the climatic variables are used directly as
explanatory variables (Fig. 1). We thus provide experimental support
to earlier work that implicated species’ interactions as the underlying
process of climate change responses, especially at the lagging edges
of species ranges, where extinction is the main process under an-
thropogenic climate change (35, 63). The ability of biotic interactions
to account for context dependency of colonization was significant but
weaker, consistent with the overall weaker effect of interactions on
colonization, as discussed above.
An important implication of our results is that using a single

proxy of interaction intensity, such as the biomass of vascular
plant competitors used in many of the experiments testing the
stress gradient hypothesis (64, 65), will not capture the full richness
of mechanisms of interactions. For example, our study was con-
ducted in a boreal oceanic region, where bryophytes constitute a
significant component of the biomass and play important ecological
roles. Vascular plant height could well be more important in more-
temperate grassland systems, while proxies of canopy structure such
as Leaf Area Index might be important in temperate forests. A
better understanding of generalities as well as variation in which
proxies of interactions are important in what environments could
lead to greater understanding of how the nature of biotic interactions
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Fig. 5. Accounting for climate context dependencies in colonization and extinction rates via proxies of biotic interactions. The deviance accounted for by the
climate variables alone (climate change, climate context, and climate context dependency) is shown on the Left. The Right depicts the full models including
both climate and proxies of biotic interactions (SI Appendix, Fig. S2). The models were constructed using forward selection, based on AIC, within three groups
of variables which were combined as follows: First, we included variables representing biotic interactions (where relevant), then main effects for climate
change or context, and, lastly, climate interactions. Any selected interactions involving biotic interactions were included with those main effects. Because
models with biotic proxies are more complex, we also show AICs to allow comparison of the explanatory power of each model. More detailed breakdown of
deviances for model components is in SI Appendix, Table S5.
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Prise en compte des dépendances du contexte climatique 
dans les taux de colonisation et d'extinction via des 

proxys des interactions biotiques.
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Most invasive species largely conserve their
climatic niche
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The ecological niche is a key concept for elucidating patterns of
species distributions and developing strategies for conserving
biodiversity. However, recent times are seeing a widespread
debate whether species niches are conserved across space and
time (niche conservatism hypothesis). Biological invasions repre-
sent a unique opportunity to test this hypothesis in a short time
frame at the global scale. We synthesized empirical findings for
434 invasive species from 86 studies to assess whether invasive
species conserve their climatic niche between native and intro-
duced ranges. Although the niche conservatism hypothesis was
rejected in most studies, highly contrasting conclusions for the
same species between and within studies suggest that the dichot-
omous conclusions of these studies were sensitive to techniques,
assessment criteria, or author preferences. We performed a con-
sistent quantitative analysis of the dynamics between native and
introduced climatic niches reported by previous studies. Our
results show there is very limited niche expansion between native
and introduced ranges, and introduced niches occupy a position
similar to native niches in the environmental space. These findings
support the niche conservatism hypothesis overall. In particular,
introduced niches were narrower for terrestrial animals, species
introduced more recently, or species with more native occurrences.
Niche similarity was lower for aquatic species, species introduced
only intentionally or more recently, or species with fewer intro-
duced occurrences. Climatic niche conservatism for invasive species
not only increases our confidence in transferring ecological niche
models to new ranges but also supports the use of niche models
for forecasting species responses to changing climates.

Bayesian inference | biological invasions | niche breadth | niche dynamics |
species distribution models

Recent times are seeing the resurgence of the ecological niche
as a focus for ecological and evolutionary studies (1–3). As a

key concept linking species distributions and environmental
conditions, the ecological niche has been widely applied to rec-
oncile diverse topics that could not be previously considered in
one framework (4, 5). Assessing species niches and their dy-
namics can help elucidate patterns of species distributions and
global diversity (4, 6), rates of specialization and extinction (3, 7),
mechanisms underlying sympatric and allopatric speciation (8,
9), and species adaptations to different environmental conditions
(10, 11). In the Anthropocene, species are shifting distributions
in an unparalleled magnitude, and the ecological niche is a
promising concept to develop better tools for conserving biodi-
versity and informing management strategies (1, 9). Central to
this area are ecological niche models (ENMs), which have been
used for predicting potential invasion risks and future extinction
rates by quantifying species niches based on the relationships of
species distributions and environmental predictors (2, 10). One
key assumption for applying ENMs is that species niches change
very slowly across space and time (i.e., niche conservatism), so
that species occupy similar environmental conditions in new
geographical ranges or time periods (12, 13).

Niche conservatism was once thought to be common at dif-
ferent spatial and temporal scales (4, 5). Recently, a number of
studies reported changes in niche breadth and/or position
(i.e., niche shift), sparking a widespread debate whether niches
are conserved through ecological and evolutionary time spans (2,
3, 14). Support for the niche conservatism hypothesis exists in
some birds (e.g., ref. 15), fungi (e.g., ref. 16), plants (e.g., ref. 13),
and mammals (e.g., ref. 17), whereas niche shift has been
reported in some reptiles (e.g., ref. 18), insects (e.g., ref. 19),
aquatic invertebrates (e.g., ref. 20), freshwater fishes (e.g., ref.
21), and marine fishes (e.g., ref. 22). In addition, Rolland et al.
(6) reconstructed ancestral and present niches for 11,465 ter-
restrial species and found significantly faster rates of niche shift
in endothermic vertebrates than ectothermic vertebrates. Due to
the conflicting conclusions of previous studies and because these
mostly tested the niche conservatism hypothesis solely for species
within one taxonomic group (2, 14), it is hard to obtain a general
pattern of niche dynamics across clades. This situation also re-
duces the confidence in applying ENMs to predict species dis-
tributions in new space or time (2, 13) and limits our ability to
forecast species responses to upcoming climate changes (10).
Understanding niche dynamics is pivotal to developing effec-

tive conservation strategies (2, 11, 23), and biological invasions
represent a unique opportunity to study whether species con-
serve niches in a short time frame and how species respond to
rapidly changing environments (18, 24). Invasive species have
been massively introduced to new areas, yielding separate data-
sets of native and introduced distributions across the globe (2, 4,

Significance
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conservatism hypothesis is of high practical relevance for
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dence on this hypothesis for invasive species to investigate
how their climatic niche changes between their native and in-
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The ecological niche is a key concept for elucidating patterns of
species distributions and developing strategies for conserving
biodiversity. However, recent times are seeing a widespread
debate whether species niches are conserved across space and
time (niche conservatism hypothesis). Biological invasions repre-
sent a unique opportunity to test this hypothesis in a short time
frame at the global scale. We synthesized empirical findings for
434 invasive species from 86 studies to assess whether invasive
species conserve their climatic niche between native and intro-
duced ranges. Although the niche conservatism hypothesis was
rejected in most studies, highly contrasting conclusions for the
same species between and within studies suggest that the dichot-
omous conclusions of these studies were sensitive to techniques,
assessment criteria, or author preferences. We performed a con-
sistent quantitative analysis of the dynamics between native and
introduced climatic niches reported by previous studies. Our
results show there is very limited niche expansion between native
and introduced ranges, and introduced niches occupy a position
similar to native niches in the environmental space. These findings
support the niche conservatism hypothesis overall. In particular,
introduced niches were narrower for terrestrial animals, species
introduced more recently, or species with more native occurrences.
Niche similarity was lower for aquatic species, species introduced
only intentionally or more recently, or species with fewer intro-
duced occurrences. Climatic niche conservatism for invasive species
not only increases our confidence in transferring ecological niche
models to new ranges but also supports the use of niche models
for forecasting species responses to changing climates.

Bayesian inference | biological invasions | niche breadth | niche dynamics |
species distribution models

Recent times are seeing the resurgence of the ecological niche
as a focus for ecological and evolutionary studies (1–3). As a

key concept linking species distributions and environmental
conditions, the ecological niche has been widely applied to rec-
oncile diverse topics that could not be previously considered in
one framework (4, 5). Assessing species niches and their dy-
namics can help elucidate patterns of species distributions and
global diversity (4, 6), rates of specialization and extinction (3, 7),
mechanisms underlying sympatric and allopatric speciation (8,
9), and species adaptations to different environmental conditions
(10, 11). In the Anthropocene, species are shifting distributions
in an unparalleled magnitude, and the ecological niche is a
promising concept to develop better tools for conserving biodi-
versity and informing management strategies (1, 9). Central to
this area are ecological niche models (ENMs), which have been
used for predicting potential invasion risks and future extinction
rates by quantifying species niches based on the relationships of
species distributions and environmental predictors (2, 10). One
key assumption for applying ENMs is that species niches change
very slowly across space and time (i.e., niche conservatism), so
that species occupy similar environmental conditions in new
geographical ranges or time periods (12, 13).

Niche conservatism was once thought to be common at dif-
ferent spatial and temporal scales (4, 5). Recently, a number of
studies reported changes in niche breadth and/or position
(i.e., niche shift), sparking a widespread debate whether niches
are conserved through ecological and evolutionary time spans (2,
3, 14). Support for the niche conservatism hypothesis exists in
some birds (e.g., ref. 15), fungi (e.g., ref. 16), plants (e.g., ref. 13),
and mammals (e.g., ref. 17), whereas niche shift has been
reported in some reptiles (e.g., ref. 18), insects (e.g., ref. 19),
aquatic invertebrates (e.g., ref. 20), freshwater fishes (e.g., ref.
21), and marine fishes (e.g., ref. 22). In addition, Rolland et al.
(6) reconstructed ancestral and present niches for 11,465 ter-
restrial species and found significantly faster rates of niche shift
in endothermic vertebrates than ectothermic vertebrates. Due to
the conflicting conclusions of previous studies and because these
mostly tested the niche conservatism hypothesis solely for species
within one taxonomic group (2, 14), it is hard to obtain a general
pattern of niche dynamics across clades. This situation also re-
duces the confidence in applying ENMs to predict species dis-
tributions in new space or time (2, 13) and limits our ability to
forecast species responses to upcoming climate changes (10).
Understanding niche dynamics is pivotal to developing effec-

tive conservation strategies (2, 11, 23), and biological invasions
represent a unique opportunity to study whether species con-
serve niches in a short time frame and how species respond to
rapidly changing environments (18, 24). Invasive species have
been massively introduced to new areas, yielding separate data-
sets of native and introduced distributions across the globe (2, 4,

Significance

There has been a widespread debate whether the ecological
niche of species is conserved across space and time. This niche
conservatism hypothesis is of high practical relevance for
conserving biodiversity. Here, we synthesized empirical evi-
dence on this hypothesis for invasive species to investigate
how their climatic niche changes between their native and in-
troduced ranges. Our results supported the hypothesis overall,
but we also found important differences among taxa with
different characteristics and for different types of data. Our
findings are not only relevant for predicting spatial distribu-
tions of invasive species in their exotic ranges but also for
forecasting species responses to changing environments in the
Anthropocene.
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occurrences and smaller unfilling for more introduced occur-
rences. However, we did not detect a clear relationship between
the number of predictors and any of five metrics.
Influences of factors differed among groups of organisms and

were stronger for plants and terrestrial ectotherms than terres-
trial endotherms and aquatic species (SI Appendix, Fig. S2).
The year of introduction was the only factor associated with
niche dynamics for all groups, however with contrasting direc-
tions among groups. For example, the associations between
the year of introduction and unfilling were negative for plants
but positive for terrestrial ectotherms. With longer residence
time, plants demonstrated lower expansion, whereas aquatic
species showed higher expansion. Close associations of niche
dynamics with the number of introduced occurrences were found
in three groups: if niche dynamics were estimated with more
introduced occurrences, higher niche similarity was found in
plants, terrestrial endotherms and aquatic species and smaller
breadth ratio in plants and terrestrial endotherms.

Discussion
Synthesizing previous conclusions of climatic niche conservatism
found that most studies rejected the niche conservatism hy-
pothesis. However, rejecting this hypothesis was probably an
artifact because markedly contrasting conclusions were drawn
for the same species assessed by two or more studies, or even
within a study by different techniques and different criteria.
These results echo the concern that the dichotomous conclusion
of niche conservatism is strongly sensitive to techniques, criteria,
or just author preferences (2). For example, ENM approaches

are highly dependent on the predictive performance of transferred
models in new ranges. However, model transferability is suscep-
tible to environmental novelty, spatial autocorrelation, and sample
bias, and poor transferability might result from insufficient sample
sizes, colinearity of predictors, or model overparameterization
rather than the shift of species’ climatic niche between two ranges
(2, 24). Univariate approaches have been criticized for spuriously
concluding niche shifts because climatic niches are probably con-
served in particular axes but shifted in others (14, 21). The niche
equivalency test might actually reflect statistical significance rather
than meaningful ecological differences, because this test is very
sensitive to sample sizes and the climatic condition of background
regions (14). Otherwise, the niche conservatism hypothesis would
be rejected for nearly all invasive species in our study, given 99%
of the assessments reported that climatic niches were not equiv-
alent between native and introduced ranges.
By contrast, when consistently analyzing data of climatic niche

dynamics estimated from the standard COUE scheme, we ob-
served only limited changes in niche breadth and position, sup-
porting the niche conservatism hypothesis. Climatic niche
conservatism was further confirmed by stability as the largest
component and expansion as the smallest component of the
global niche. Indeed, it can be argued that only niche expansion,
that is, an increased occupancy of environmental space in the
exotic range that is also available in the native range, should be
interpreted as niche shift (discussed above and see refs. 15, 18).
By overcoming the bias of different methodologies, our quanti-
tative analyses revealed that most invasive species largely
conserve their climatic niche.
Two mechanisms could be responsible for the conserved cli-

matic niche of invasive species. First, preadaptation to recipient
ecosystems is a crucial premise of successful invasions (13, 36).
Species introduced to climates similar to those in their native
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Fig. 5. Estimates of five niche metrics for all species (overall) and for each
group of organisms. Breadth ratio is the ln-transformed ratio of the breadth
of native niche to that of the introduced niche (compare Fig. 4), and simi-
larity is the niche similarity between two niches quantified using Sørensen’s
similarity index. Means of 12,000 Bayesian posterior values are shown with
80% credible intervals (CI) (colored thick lines) and 95% CI (thin lines).
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occurrences and smaller unfilling for more introduced occur-
rences. However, we did not detect a clear relationship between
the number of predictors and any of five metrics.
Influences of factors differed among groups of organisms and

were stronger for plants and terrestrial ectotherms than terres-
trial endotherms and aquatic species (SI Appendix, Fig. S2).
The year of introduction was the only factor associated with
niche dynamics for all groups, however with contrasting direc-
tions among groups. For example, the associations between
the year of introduction and unfilling were negative for plants
but positive for terrestrial ectotherms. With longer residence
time, plants demonstrated lower expansion, whereas aquatic
species showed higher expansion. Close associations of niche
dynamics with the number of introduced occurrences were found
in three groups: if niche dynamics were estimated with more
introduced occurrences, higher niche similarity was found in
plants, terrestrial endotherms and aquatic species and smaller
breadth ratio in plants and terrestrial endotherms.

Discussion
Synthesizing previous conclusions of climatic niche conservatism
found that most studies rejected the niche conservatism hy-
pothesis. However, rejecting this hypothesis was probably an
artifact because markedly contrasting conclusions were drawn
for the same species assessed by two or more studies, or even
within a study by different techniques and different criteria.
These results echo the concern that the dichotomous conclusion
of niche conservatism is strongly sensitive to techniques, criteria,
or just author preferences (2). For example, ENM approaches

are highly dependent on the predictive performance of transferred
models in new ranges. However, model transferability is suscep-
tible to environmental novelty, spatial autocorrelation, and sample
bias, and poor transferability might result from insufficient sample
sizes, colinearity of predictors, or model overparameterization
rather than the shift of species’ climatic niche between two ranges
(2, 24). Univariate approaches have been criticized for spuriously
concluding niche shifts because climatic niches are probably con-
served in particular axes but shifted in others (14, 21). The niche
equivalency test might actually reflect statistical significance rather
than meaningful ecological differences, because this test is very
sensitive to sample sizes and the climatic condition of background
regions (14). Otherwise, the niche conservatism hypothesis would
be rejected for nearly all invasive species in our study, given 99%
of the assessments reported that climatic niches were not equiv-
alent between native and introduced ranges.
By contrast, when consistently analyzing data of climatic niche

dynamics estimated from the standard COUE scheme, we ob-
served only limited changes in niche breadth and position, sup-
porting the niche conservatism hypothesis. Climatic niche
conservatism was further confirmed by stability as the largest
component and expansion as the smallest component of the
global niche. Indeed, it can be argued that only niche expansion,
that is, an increased occupancy of environmental space in the
exotic range that is also available in the native range, should be
interpreted as niche shift (discussed above and see refs. 15, 18).
By overcoming the bias of different methodologies, our quanti-
tative analyses revealed that most invasive species largely
conserve their climatic niche.
Two mechanisms could be responsible for the conserved cli-

matic niche of invasive species. First, preadaptation to recipient
ecosystems is a crucial premise of successful invasions (13, 36).
Species introduced to climates similar to those in their native
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Fig. 5. Estimates of five niche metrics for all species (overall) and for each
group of organisms. Breadth ratio is the ln-transformed ratio of the breadth
of native niche to that of the introduced niche (compare Fig. 4), and simi-
larity is the niche similarity between two niches quantified using Sørensen’s
similarity index. Means of 12,000 Bayesian posterior values are shown with
80% credible intervals (CI) (colored thick lines) and 95% CI (thin lines).
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occurrences and smaller unfilling for more introduced occur-
rences. However, we did not detect a clear relationship between
the number of predictors and any of five metrics.
Influences of factors differed among groups of organisms and

were stronger for plants and terrestrial ectotherms than terres-
trial endotherms and aquatic species (SI Appendix, Fig. S2).
The year of introduction was the only factor associated with
niche dynamics for all groups, however with contrasting direc-
tions among groups. For example, the associations between
the year of introduction and unfilling were negative for plants
but positive for terrestrial ectotherms. With longer residence
time, plants demonstrated lower expansion, whereas aquatic
species showed higher expansion. Close associations of niche
dynamics with the number of introduced occurrences were found
in three groups: if niche dynamics were estimated with more
introduced occurrences, higher niche similarity was found in
plants, terrestrial endotherms and aquatic species and smaller
breadth ratio in plants and terrestrial endotherms.

Discussion
Synthesizing previous conclusions of climatic niche conservatism
found that most studies rejected the niche conservatism hy-
pothesis. However, rejecting this hypothesis was probably an
artifact because markedly contrasting conclusions were drawn
for the same species assessed by two or more studies, or even
within a study by different techniques and different criteria.
These results echo the concern that the dichotomous conclusion
of niche conservatism is strongly sensitive to techniques, criteria,
or just author preferences (2). For example, ENM approaches

are highly dependent on the predictive performance of transferred
models in new ranges. However, model transferability is suscep-
tible to environmental novelty, spatial autocorrelation, and sample
bias, and poor transferability might result from insufficient sample
sizes, colinearity of predictors, or model overparameterization
rather than the shift of species’ climatic niche between two ranges
(2, 24). Univariate approaches have been criticized for spuriously
concluding niche shifts because climatic niches are probably con-
served in particular axes but shifted in others (14, 21). The niche
equivalency test might actually reflect statistical significance rather
than meaningful ecological differences, because this test is very
sensitive to sample sizes and the climatic condition of background
regions (14). Otherwise, the niche conservatism hypothesis would
be rejected for nearly all invasive species in our study, given 99%
of the assessments reported that climatic niches were not equiv-
alent between native and introduced ranges.
By contrast, when consistently analyzing data of climatic niche

dynamics estimated from the standard COUE scheme, we ob-
served only limited changes in niche breadth and position, sup-
porting the niche conservatism hypothesis. Climatic niche
conservatism was further confirmed by stability as the largest
component and expansion as the smallest component of the
global niche. Indeed, it can be argued that only niche expansion,
that is, an increased occupancy of environmental space in the
exotic range that is also available in the native range, should be
interpreted as niche shift (discussed above and see refs. 15, 18).
By overcoming the bias of different methodologies, our quanti-
tative analyses revealed that most invasive species largely
conserve their climatic niche.
Two mechanisms could be responsible for the conserved cli-

matic niche of invasive species. First, preadaptation to recipient
ecosystems is a crucial premise of successful invasions (13, 36).
Species introduced to climates similar to those in their native
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Fig. 5. Estimates of five niche metrics for all species (overall) and for each
group of organisms. Breadth ratio is the ln-transformed ratio of the breadth
of native niche to that of the introduced niche (compare Fig. 4), and simi-
larity is the niche similarity between two niches quantified using Sørensen’s
similarity index. Means of 12,000 Bayesian posterior values are shown with
80% credible intervals (CI) (colored thick lines) and 95% CI (thin lines).
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Using paleo-archives to safeguard biodiversity
under climate change
Damien A. Fordham*, Stephen T. Jackson, Stuart C. Brown, Brian Huntley, Barry W. Brook,
Dorthe Dahl-Jensen, M. Thomas P. Gilbert, Bette L. Otto-Bliesner, Anders Svensson,
Spyros Theodoridis, Janet M. Wilmshurst, Jessie C. Buettel, Elisabetta Canteri, Matthew McDowell,
Ludovic Orlando, Julia Pilowsky, Carsten Rahbek, David Nogues-Bravo

BACKGROUND: Effects of recent global warm-
ing have been documented in every biome on
Earth. Safeguarding biodiversity and ecosys-
tem services against future impacts requires
reliable predictions of climate-driven biologi-
cal responses and effective solutions. Inte-
grated research in paleoecology, paleogenomics,
paleoclimatology, and macroecology offers
new prospects for projecting and managing
current biotic responses to climate change.
By revealing mechanisms that shaped past
and present biodiversity patterns, this inter-
disciplinary intersection provides an empirical
foundation for anticipating responses to ac-
celerated climate change. New insights are
coming fromdevelopments in high-throughput

sequencing, computational technologies, eco-
logical simulation models, and increased spa-
tiotemporal resolution of paleoenvironmental
data from late Quaternary paleo-records (the
past ~130,000 years). Although these advances
reveal biodiversity responses to past global
change, benefits for improving forecasting of
biodiversity impacts and refining conservation
policies are lagging. Abundant opportunities
exist for using the late Quaternary paleo-
record to inform conservation practices and
policies in the context of climate change.

ADVANCES: The threat of anthropogenic cli-
mate change demands that conservationists
seek more effective ways of improving man-

agement of biodiversity and ecosystems. Ana-
lytical approaches that combine high-resolution
paleoclimate proxy and simulation data, pre-
cisely dated fossils, and genetic diversity esti-
mates from ancient DNA are unveiling biotic
responses to various rates and magnitudes of
natural climate warming, some comparable
with 21st century projections. Reference periods
in Earth’s history provide natural laboratories
for testing fundamental ecological theory and
offer opportunities to identify ecological pro-
cesses that influence the likelihood of extinc-
tion and ecosystem change, to test efficacy of
threatened-species assessments and resilience
of biota during periods of abrupt warming,
and to locate biogeographic areas that remain
stable under shifting climates. Refinement of
essential biodiversity variables by using past
biodiversity dynamics will improve our under-
standing of climate-driven shifts in species
populations, community composition, and eco-
system structure and function. From this, bio-
diversity early-warning systems, conservation
strategies, and decision-making tools can be
tested at fine-grain spatiotemporal scales, pro-
viding an evidence base for understanding
and improving projections of species- and
ecosystem-level collapse.

OUTLOOK: As paleo-archives becomemore rou-
tinely integrated into conservation science,
guidelines for the management of nature will
benefit fromunderstanding howdifferent spa-
tiotemporal scales of past climate change af-
fected species and ecosystems across the planet.
This will require global initiatives to harmonize
vast numbers of paleoclimate-proxy and paleo-
ecological records with high-resolution paleo-
climate projections fromEarth systemmodels.
Paleoecological data offer a means to disen-
tangle climate and nonclimate drivers of bio-
diversity and ecosystem function, particularly
in concert with simulation models and inte-
grated analytical techniques that compare bio-
tic change across regions with contrasting
histories of human colonization and land use.
Moreover, developments in paleogenomics that
pinpoint adaptation across and within spe-
cies will identify microevolutionary processes
that lend resilience to biodiversity in shift-
ing climates. Incorporating paleo-archives
in conservation policies will equip decision-
makers with improved strategies for miti-
gating biodiversity loss from climate change in
the Anthropocene.▪
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Using paleo-archives to safeguard biodiversity
under climate change
Damien A. Fordham1,2*, Stephen T. Jackson3,4, Stuart C. Brown1, Brian Huntley5, Barry W. Brook6,
Dorthe Dahl-Jensen7,8, M. Thomas P. Gilbert9,10, Bette L. Otto-Bliesner11, Anders Svensson7,
Spyros Theodoridis2, Janet M. Wilmshurst12,13, Jessie C. Buettel6, Elisabetta Canteri1,2,
Matthew McDowell6, Ludovic Orlando14,15, Julia Pilowsky1,2, Carsten Rahbek2,16,17,18, David Nogues-Bravo2

Strategies for 21st-century environmental management and conservation under global change require a
strong understanding of the biological mechanisms that mediate responses to climate- and human-driven
change to successfully mitigate range contractions, extinctions, and the degradation of ecosystem
services. Biodiversity responses to past rapid warming events can be followed in situ and over extended
periods, using cross-disciplinary approaches that provide cost-effective and scalable information for
species’ conservation and the maintenance of resilient ecosystems in many bioregions. Beyond the
intrinsic knowledge gain such integrative research will increasingly provide the context, tools, and relevant
case studies to assist in mitigating climate-driven biodiversity losses in the 21st century and beyond.

G
lobal mean temperatures are nearing
the upper bound of those experienced
over the past 1.2 million years (1), and
their effects are beingdocumented across
every biome on Earth (2). As climate

change intensifies in the coming decades, safe-
guarding biodiversity and the services that
ecosystems provide to nature and peoplemust
remain high on the international policy agenda
(1–5). Effective interventions will require con-
servation actions based on reliable predictions
and evidence-based solutions (3). However, ro-

bust forecasts of species- to ecosystem-level re-
sponses to changing climates remain difficult
(4), adversely affecting conservation planning
and outcomes (5).
Research at the intersection of paleoecology,

paleoclimatology, paleogenomics, macroecol-
ogy, and conservation biology is offering new
approaches to anticipate andmanage responses
of biodiversity and ecosystems to climate and
other environmental change (6). By revealing
ecological and evolutionary mechanisms that
have shaped past and current-day biodiversity
patterns, this research provides an empirical
foundation for quantifying the broad footprint
of accelerated rates of climate change on nat-
ural systems and for identifying long-term eco-
logical and evolutionary processes that govern
climate-biodiversity dynamics (7).
Although human land use, over-exploitation,

and movement of non-native species remain
primary drivers of biodiversity loss (8), climate
change will grow in importance in the coming
decades (1, 9). Paleo-archives allow biodiver-
sity responses to climate perturbations of vary-
ing rates andmagnitude, some approximating
those predicted for the near future (10), to be
tracked in situ (places where they occurred)
over centuries to many millennia (11, 12). Past
warming intervals provide critical reference
points in Earth’s history that can be used as
natural laboratories to identify biotic vulnera-
bility and resilience to rapid climatic change
(7) and to connect ecological and evolutionary
theory to the design and implementation of con-
servation practices to protect biodiversity (13).
Many species on Earth today have existed

for hundreds of thousands to millions of years
(14), having experiencedmany global glacial-
interglacial cycles, each including rapid regional
warming events, some spanning only decades

(15). Although in many biogeographic regions
these events are comparable in pace and mag-
nitude with 21st century forecasts (16), they do
not offer a direct analog for future globalwarm-
ing from recent anthropogenic climate forcing
(17). Nevertheless, they can reveal actual species-
and ecosystem-level responses to previous
rapid changes in climate (11, 12, 18, 19). One of
the most powerful features of the paleo record
is its heuristic nature (20), providing concrete
narratives, scenarios, and other thinking tools
to better anticipate and visualize the potential
ecological and evolutionary consequences of
future climate change, enhancing knowledge
of principles and mechanisms for conserving
biodiversity and ecosystem services (6, 7).
Increased availability of precisely dated fos-

sil records, genome-scale ancient DNA, and
simulations with sufficient temporal resolu-
tion for reconstructing rapid climate change
events means that the late Quaternary (last
~130,000 years) is providing new and effective
opportunities to understand better the effects
of climate change on biodiversity dynamics
(7, 21), bolstering conservation knowledge
(22, 23), particularly in the face of uncertain-
ties on impacts of future climate change (24).
This includes improved information on the
mechanisms bywhich species have copedwith
high rates andmagnitudes of climate change
at a range of spatiotemporal scales, including
those directly relevant to vulnerability assess-
ments (3), based on sensitivities and adaptive
capacities to climate change at human-relevant
time scales (5).
With a growing emphasis on integratingpaleo-

biology into conservation biology (13, 20, 22–25),
and the emergence of conservation paleobiol-
ogy (6), clear guidelines are needed to define
when, where, and how scientists can use the
late Quaternary paleo-record, spanning the
132,000 years since the start of the Last Inter-
glacial (LIG), to provide insights for conserva-
tion policies that address climate change. The
late Quaternary represents the origins of extant
ecosystems (21), providing a suitable geohisto-
rical period for informing responsible manage-
ment of Earth’s ecosystems and diverse biota
under trajectories of future climate change.
Here, we pinpoint where and when climatic
transitions on human-relevant time scales are
found in the paleoclimate record and show
how these reference points in Earth’s history
can be used as mensurative experiments to
establish likely consequences of future global
warming for terrestrial biodiversity loss and
ecosystem properties, including goods and
services provided to humanity.
Approximately 40% of terrestrial ecosystems

are projected to have experienced past shifts
in temperature that are similar in pace and
magnitude to regional-scale future forecasts
(16). Thus, there is enormous potential to use
geohistoricaldata tobetterderive and strengthen
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Strategies for 21st-century environmental management and conservation under global change require a
strong understanding of the biological mechanisms that mediate responses to climate- and human-driven
change to successfully mitigate range contractions, extinctions, and the degradation of ecosystem
services. Biodiversity responses to past rapid warming events can be followed in situ and over extended
periods, using cross-disciplinary approaches that provide cost-effective and scalable information for
species’ conservation and the maintenance of resilient ecosystems in many bioregions. Beyond the
intrinsic knowledge gain such integrative research will increasingly provide the context, tools, and relevant
case studies to assist in mitigating climate-driven biodiversity losses in the 21st century and beyond.

G
lobal mean temperatures are nearing
the upper bound of those experienced
over the past 1.2 million years (1), and
their effects are beingdocumented across
every biome on Earth (2). As climate

change intensifies in the coming decades, safe-
guarding biodiversity and the services that
ecosystems provide to nature and peoplemust
remain high on the international policy agenda
(1–5). Effective interventions will require con-
servation actions based on reliable predictions
and evidence-based solutions (3). However, ro-

bust forecasts of species- to ecosystem-level re-
sponses to changing climates remain difficult
(4), adversely affecting conservation planning
and outcomes (5).
Research at the intersection of paleoecology,

paleoclimatology, paleogenomics, macroecol-
ogy, and conservation biology is offering new
approaches to anticipate andmanage responses
of biodiversity and ecosystems to climate and
other environmental change (6). By revealing
ecological and evolutionary mechanisms that
have shaped past and current-day biodiversity
patterns, this research provides an empirical
foundation for quantifying the broad footprint
of accelerated rates of climate change on nat-
ural systems and for identifying long-term eco-
logical and evolutionary processes that govern
climate-biodiversity dynamics (7).
Although human land use, over-exploitation,

and movement of non-native species remain
primary drivers of biodiversity loss (8), climate
change will grow in importance in the coming
decades (1, 9). Paleo-archives allow biodiver-
sity responses to climate perturbations of vary-
ing rates andmagnitude, some approximating
those predicted for the near future (10), to be
tracked in situ (places where they occurred)
over centuries to many millennia (11, 12). Past
warming intervals provide critical reference
points in Earth’s history that can be used as
natural laboratories to identify biotic vulnera-
bility and resilience to rapid climatic change
(7) and to connect ecological and evolutionary
theory to the design and implementation of con-
servation practices to protect biodiversity (13).
Many species on Earth today have existed

for hundreds of thousands to millions of years
(14), having experiencedmany global glacial-
interglacial cycles, each including rapid regional
warming events, some spanning only decades

(15). Although in many biogeographic regions
these events are comparable in pace and mag-
nitude with 21st century forecasts (16), they do
not offer a direct analog for future globalwarm-
ing from recent anthropogenic climate forcing
(17). Nevertheless, they can reveal actual species-
and ecosystem-level responses to previous
rapid changes in climate (11, 12, 18, 19). One of
the most powerful features of the paleo record
is its heuristic nature (20), providing concrete
narratives, scenarios, and other thinking tools
to better anticipate and visualize the potential
ecological and evolutionary consequences of
future climate change, enhancing knowledge
of principles and mechanisms for conserving
biodiversity and ecosystem services (6, 7).
Increased availability of precisely dated fos-

sil records, genome-scale ancient DNA, and
simulations with sufficient temporal resolu-
tion for reconstructing rapid climate change
events means that the late Quaternary (last
~130,000 years) is providing new and effective
opportunities to understand better the effects
of climate change on biodiversity dynamics
(7, 21), bolstering conservation knowledge
(22, 23), particularly in the face of uncertain-
ties on impacts of future climate change (24).
This includes improved information on the
mechanisms bywhich species have copedwith
high rates andmagnitudes of climate change
at a range of spatiotemporal scales, including
those directly relevant to vulnerability assess-
ments (3), based on sensitivities and adaptive
capacities to climate change at human-relevant
time scales (5).
With a growing emphasis on integratingpaleo-

biology into conservation biology (13, 20, 22–25),
and the emergence of conservation paleobiol-
ogy (6), clear guidelines are needed to define
when, where, and how scientists can use the
late Quaternary paleo-record, spanning the
132,000 years since the start of the Last Inter-
glacial (LIG), to provide insights for conserva-
tion policies that address climate change. The
late Quaternary represents the origins of extant
ecosystems (21), providing a suitable geohisto-
rical period for informing responsible manage-
ment of Earth’s ecosystems and diverse biota
under trajectories of future climate change.
Here, we pinpoint where and when climatic
transitions on human-relevant time scales are
found in the paleoclimate record and show
how these reference points in Earth’s history
can be used as mensurative experiments to
establish likely consequences of future global
warming for terrestrial biodiversity loss and
ecosystem properties, including goods and
services provided to humanity.
Approximately 40% of terrestrial ecosystems

are projected to have experienced past shifts
in temperature that are similar in pace and
magnitude to regional-scale future forecasts
(16). Thus, there is enormous potential to use
geohistoricaldata tobetterderive and strengthen
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Les réponses de la biodiversité 
aux événements de 
réchauffement rapide passés 
peuvent être suivies in situ et sur 
de longues périodes, en utilisant 
des approches interdisciplinaires 
qui fournissent des informations 
pour la conservation des espèces 
et le maintien d'écosystèmes 
résilients dans de nombreuses 
biorégions. 
Au-delà de l'acquisition de 
connaissances intrinsèques, une 
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de cas pertinents pour aider à 
atténuer les pertes de biodiversité 
dues au climat au 21e siècle et au-
delà.
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Future of the human climate niche
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All species have an environmental niche, and despite technological
advances, humans are unlikely to be an exception. Here, we
demonstrate that for millennia, human populations have resided
in the same narrow part of the climatic envelope available on the
globe, characterized by a major mode around ∼11 °C to 15 °C
mean annual temperature (MAT). Supporting the fundamental na-
ture of this temperature niche, current production of crops and
livestock is largely limited to the same conditions, and the same
optimum has been found for agricultural and nonagricultural eco-
nomic output of countries through analyses of year-to-year varia-
tion. We show that in a business-as-usual climate change scenario,
the geographical position of this temperature niche is projected to
shift more over the coming 50 y than it has moved since 6000 BP.
Populations will not simply track the shifting climate, as adapta-
tion in situ may address some of the challenges, and many other
factors affect decisions to migrate. Nevertheless, in the absence of
migration, one third of the global population is projected to expe-
rience a MAT >29 °C currently found in only 0.8% of the Earth’s
land surface, mostly concentrated in the Sahara. As the potentially
most affected regions are among the poorest in the world, where
adaptive capacity is low, enhancing human development in those
areas should be a priority alongside climate mitigation.

climate | migration | societies

Global warming will affect ecosystems as well as human
health, livelihoods, food security, water supply, and eco-

nomic growth in many ways (1, 2). The impacts are projected to
increase steeply with the degree of warming. For instance,
warming to 2 °C, compared with 1.5 °C, is estimated to increase
the number of people exposed to climate-related risks and
poverty by up to several hundred million by 2050. It remains
difficult, however, to foresee the human impacts of the complex
interplay of mechanisms driven by warming (1, 3). Much of the
impact on human well-being will depend on societal responses.
There are often options for local adaptations that could ame-
liorate effects, given enough resources (4). At the same time,
while some regions may face declining conditions for human
thriving, conditions in other places will improve. Therefore, de-
spite the formidable psychological, social, and political barriers
to migration, a change in the geographical distribution of human
populations and agricultural production is another likely part of
the spontaneous or managed adaptive response of humanity to a
changing climate (5). Clearly there is a need to understand the
climatic conditions needed for human thriving. Despite a long
and turbulent history of studies on the role of climate, and en-
vironment at large, on society in geography and beyond (6),
causal links have remained difficult to establish, and de-
terministic claims largely refuted, given the complexities of the
relationships in question (7). Rather than reentering the murky
waters of environmental determinism (8, 9), here we take a fresh
look at this complex and contentious issue. We mine the massive
sets of demographic, land use, and climate information that have
become available in recent years to ask what the climatic con-
ditions for human life have been across the past millennia, and

then examine where those conditions are projected to occur in
the future.

Results
Current and Past Human Association to Climate. Our results reveal
that today, humans, as well as the production of crops and
livestock (Fig. 1 A, D, and E), are concentrated in a strikingly
narrow part of the total available climate space (Fig. 1G). This is
especially true with respect to the mean annual temperature
(MAT), where the main mode occurs around ∼11 °C to 15 °C (SI
Appendix, Fig. S1). By contrast, much of range of precipitation
available around that temperature (Fig. 1G and SI Appendix, Fig.
S1) is used, except for the driest end. Soil fertility does not seem
to be a major driver of human distribution (Fig. 1H), nor can
potential productivity be a dominant factor, as net primary
productivity shows a quite different geographical distribution
(Fig. 1I), peaking in tropical rainforests, which have not been the
main foci of human settlement.
Strikingly, the apparent conditions for human thriving have

remained mostly the same from the mid-Holocene until now
(Fig. 1 A–C). Reconstructions of human distribution and climate
are relatively reliable for the past centuries, but uncertainty in-
evitably increases as we go further back in time. Nonetheless, the
two independent sets of available reconstructions we analyzed
suggest that as far back as 6000 y BP, humans were concentrated
in roughly the same subset of the globally available temperature
conditions (Fig. 1C and 2A), despite people at the time living
quite differently from today, mostly in the early phases of

Significance

We show that for thousands of years, humans have concen-
trated in a surprisingly narrow subset of Earth’s available cli-
mates, characterized by mean annual temperatures around
∼13 °C. This distribution likely reflects a human temperature
niche related to fundamental constraints. We demonstrate that
depending on scenarios of population growth and warming,
over the coming 50 y, 1 to 3 billion people are projected to be
left outside the climate conditions that have served humanity
well over the past 6,000 y. Absent climate mitigation or mi-
gration, a substantial part of humanity will be exposed to
mean annual temperatures warmer than nearly anywhere
today.
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agriculture or as hunter-gatherers. Historical contingency (in-
cluding path dependence) may play some role in the inertia we
observe, especially when it comes to the sites of economic
dominance. However, such economic hotspots occur at some-
what colder conditions than the center of the population distri-
butions (Fig. 1F vs. Fig. 1A), and explaining such patterns of
economic dominance requires unraveling the dynamics of his-
torical, cultural, and institutional settings (10–14), which is be-
yond the scope of this paper.

If we focus at the global distribution of population densities
and examine how this codeveloped with climate over time, the
precipitation niche turns out to have broadened over the past
centuries (Fig. 1A vs. Fig. 1B), leaving only the driest part of the
gradient unoccupied (Fig. 1A vs. Fig. 1G). In contrast, the hu-
man population distribution in relation to MAT has remained
largely unaltered (Fig. 2A), with a major mode around ∼11 °C to
15 °C accompanied by a smaller secondary mode around ∼20 °C
to 25 °C corresponding largely to the Indian Monsoon region (SI

Fig. 1. The realized human climate niche relative to available combinations of MAT and precipitation. Human populations have historically remained
concentrated in a narrow subset (A–C) of the available climatic range (G), which is not explained by soil fertility (H) or potential primary productivity (I).
Current production of crops (D) and livestock (E) are largely congruent with the human distribution, whereas gross domestic product peaks at somewhat
lower temperatures. Reconstructions of human populations 500 BP are based on the HYDE database, whereas those for 6 Ky BP are based on ArchaeoGlobe
(https://doi.org/10.7910/DVN/CQWUBI, Harvard Dataverse, V4). NPP, net primary productivity. See SI Appendix, Methods.

Fig. 2. Change in MAT experienced by humans. (A) Current and past human population densities (normalized to sum unity) and modeled human niche (blue
dashed curve, a double Gaussian model fitting of current population density) as a function of MAT (°C), contrasted to the projected situation in 2070 (red
curve). Bands represent fifth and 95th percentiles of the ensemble of climate and population reconstructions. For the future projection, we take projected
populations and climate RCP8.5 and SSP3. (B) Mean temperature experienced by a human being in different periods. Boxplots and data points (gray dots) are
shown for the ensemble of climate and population reconstructions. Reconstructions of human populations for 6 Ky BP are based on the HYDE (HY) and
ArchaeoGLOBE (AG) (with additional processing) databases.
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drivers of human thriving are linked in complex ways to climate
(13). Importantly, while our projection of the geographical shift
of the temperature niche is illustrative, it cannot be interpreted
as a prediction of migration, as many factors other than climate
affect decisions to migrate, and much of the migration demand
may potentially be addressed through climate adaptation (5, 17,
18). Those complexities invite reflections on two key questions:
First, how could the narrow realized temperature niche be explained?
Second, what are the implications in terms of potential future
migration in response to geographical displacement of the
temperature niche?

The Question of Causality. Why have humans remained concen-
trated so consistently in the same small part of the potential cli-
mate space? The full complex of mechanisms responsible for the
patterns is obviously hard to unravel. The constancy of the core
distribution of humans over millennia in the face of accumulating
innovations is suggestive of a fundamental link to temperature.
However, one could argue that the realized niche may merely
reflect the ancient needs of agrarian production. Perhaps, people

stayed and populations kept expanding in those places, even if the
corresponding climate conditions had become irrelevant? Three
lines of evidence suggest that this is unlikely, and that instead
human thriving remains largely constrained to the observed re-
alized temperature niche for causal reasons.
First, an estimated 50% of the global population depends on

smallholder farming (19), and much of the energy input in such
systems comes from physical work carried out by farmers, which
can be strongly affected by extreme temperatures (20). Second,
high temperatures have strong impacts (21–23), affecting not
only physical labor capacity but also mood, behavior, and mental
health through heat exhaustion and effects on cognitive and
psychological performance (20, 24, 25). The third, and perhaps
most striking, indication for causality behind the temperature
optimum we find is that it coincides with the optimum for eco-
nomic productivity found in a study of climate-related dynamics
in 166 countries (12). To eliminate confounding effects of his-
torical, cultural, and political differences, that study focused on
the relation within countries between year-to-year differences in
economic productivity and temperature anomalies. The ∼13 °C

Fig. 4. Projected geographical shift of the human temperature niche. (Top) Geographical position of the human temperature niche projected on the current
situation (A) and the RCP8.5 projected 2070 climate (B). Those maps represent relative human distributions (summed to unity) for the imaginary situation that
humans would be distributed over temperatures following the stylized double Gaussian model fitted to the modern data (the blue dashed curve in Fig. 2A).
(C) Difference between the maps, visualizing potential source (orange) and sink (green) areas for the coming decades if humans were to be relocated in a way
that would maintain this historically stable distribution with respect to temperature. The dashed line in A and B indicates the 5% percentile of the probability
distribution. For an analysis including precipitation effects, see SI Appendix, Fig. S10.
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drivers of human thriving are linked in complex ways to climate
(13). Importantly, while our projection of the geographical shift
of the temperature niche is illustrative, it cannot be interpreted
as a prediction of migration, as many factors other than climate
affect decisions to migrate, and much of the migration demand
may potentially be addressed through climate adaptation (5, 17,
18). Those complexities invite reflections on two key questions:
First, how could the narrow realized temperature niche be explained?
Second, what are the implications in terms of potential future
migration in response to geographical displacement of the
temperature niche?

The Question of Causality. Why have humans remained concen-
trated so consistently in the same small part of the potential cli-
mate space? The full complex of mechanisms responsible for the
patterns is obviously hard to unravel. The constancy of the core
distribution of humans over millennia in the face of accumulating
innovations is suggestive of a fundamental link to temperature.
However, one could argue that the realized niche may merely
reflect the ancient needs of agrarian production. Perhaps, people

stayed and populations kept expanding in those places, even if the
corresponding climate conditions had become irrelevant? Three
lines of evidence suggest that this is unlikely, and that instead
human thriving remains largely constrained to the observed re-
alized temperature niche for causal reasons.
First, an estimated 50% of the global population depends on

smallholder farming (19), and much of the energy input in such
systems comes from physical work carried out by farmers, which
can be strongly affected by extreme temperatures (20). Second,
high temperatures have strong impacts (21–23), affecting not
only physical labor capacity but also mood, behavior, and mental
health through heat exhaustion and effects on cognitive and
psychological performance (20, 24, 25). The third, and perhaps
most striking, indication for causality behind the temperature
optimum we find is that it coincides with the optimum for eco-
nomic productivity found in a study of climate-related dynamics
in 166 countries (12). To eliminate confounding effects of his-
torical, cultural, and political differences, that study focused on
the relation within countries between year-to-year differences in
economic productivity and temperature anomalies. The ∼13 °C

Fig. 4. Projected geographical shift of the human temperature niche. (Top) Geographical position of the human temperature niche projected on the current
situation (A) and the RCP8.5 projected 2070 climate (B). Those maps represent relative human distributions (summed to unity) for the imaginary situation that
humans would be distributed over temperatures following the stylized double Gaussian model fitted to the modern data (the blue dashed curve in Fig. 2A).
(C) Difference between the maps, visualizing potential source (orange) and sink (green) areas for the coming decades if humans were to be relocated in a way
that would maintain this historically stable distribution with respect to temperature. The dashed line in A and B indicates the 5% percentile of the probability
distribution. For an analysis including precipitation effects, see SI Appendix, Fig. S10.
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drivers of human thriving are linked in complex ways to climate
(13). Importantly, while our projection of the geographical shift
of the temperature niche is illustrative, it cannot be interpreted
as a prediction of migration, as many factors other than climate
affect decisions to migrate, and much of the migration demand
may potentially be addressed through climate adaptation (5, 17,
18). Those complexities invite reflections on two key questions:
First, how could the narrow realized temperature niche be explained?
Second, what are the implications in terms of potential future
migration in response to geographical displacement of the
temperature niche?

The Question of Causality. Why have humans remained concen-
trated so consistently in the same small part of the potential cli-
mate space? The full complex of mechanisms responsible for the
patterns is obviously hard to unravel. The constancy of the core
distribution of humans over millennia in the face of accumulating
innovations is suggestive of a fundamental link to temperature.
However, one could argue that the realized niche may merely
reflect the ancient needs of agrarian production. Perhaps, people

stayed and populations kept expanding in those places, even if the
corresponding climate conditions had become irrelevant? Three
lines of evidence suggest that this is unlikely, and that instead
human thriving remains largely constrained to the observed re-
alized temperature niche for causal reasons.
First, an estimated 50% of the global population depends on

smallholder farming (19), and much of the energy input in such
systems comes from physical work carried out by farmers, which
can be strongly affected by extreme temperatures (20). Second,
high temperatures have strong impacts (21–23), affecting not
only physical labor capacity but also mood, behavior, and mental
health through heat exhaustion and effects on cognitive and
psychological performance (20, 24, 25). The third, and perhaps
most striking, indication for causality behind the temperature
optimum we find is that it coincides with the optimum for eco-
nomic productivity found in a study of climate-related dynamics
in 166 countries (12). To eliminate confounding effects of his-
torical, cultural, and political differences, that study focused on
the relation within countries between year-to-year differences in
economic productivity and temperature anomalies. The ∼13 °C

Fig. 4. Projected geographical shift of the human temperature niche. (Top) Geographical position of the human temperature niche projected on the current
situation (A) and the RCP8.5 projected 2070 climate (B). Those maps represent relative human distributions (summed to unity) for the imaginary situation that
humans would be distributed over temperatures following the stylized double Gaussian model fitted to the modern data (the blue dashed curve in Fig. 2A).
(C) Difference between the maps, visualizing potential source (orange) and sink (green) areas for the coming decades if humans were to be relocated in a way
that would maintain this historically stable distribution with respect to temperature. The dashed line in A and B indicates the 5% percentile of the probability
distribution. For an analysis including precipitation effects, see SI Appendix, Fig. S10.
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agriculture or as hunter-gatherers. Historical contingency (in-
cluding path dependence) may play some role in the inertia we
observe, especially when it comes to the sites of economic
dominance. However, such economic hotspots occur at some-
what colder conditions than the center of the population distri-
butions (Fig. 1F vs. Fig. 1A), and explaining such patterns of
economic dominance requires unraveling the dynamics of his-
torical, cultural, and institutional settings (10–14), which is be-
yond the scope of this paper.

If we focus at the global distribution of population densities
and examine how this codeveloped with climate over time, the
precipitation niche turns out to have broadened over the past
centuries (Fig. 1A vs. Fig. 1B), leaving only the driest part of the
gradient unoccupied (Fig. 1A vs. Fig. 1G). In contrast, the hu-
man population distribution in relation to MAT has remained
largely unaltered (Fig. 2A), with a major mode around ∼11 °C to
15 °C accompanied by a smaller secondary mode around ∼20 °C
to 25 °C corresponding largely to the Indian Monsoon region (SI

Fig. 1. The realized human climate niche relative to available combinations of MAT and precipitation. Human populations have historically remained
concentrated in a narrow subset (A–C) of the available climatic range (G), which is not explained by soil fertility (H) or potential primary productivity (I).
Current production of crops (D) and livestock (E) are largely congruent with the human distribution, whereas gross domestic product peaks at somewhat
lower temperatures. Reconstructions of human populations 500 BP are based on the HYDE database, whereas those for 6 Ky BP are based on ArchaeoGlobe
(https://doi.org/10.7910/DVN/CQWUBI, Harvard Dataverse, V4). NPP, net primary productivity. See SI Appendix, Methods.

Fig. 2. Change in MAT experienced by humans. (A) Current and past human population densities (normalized to sum unity) and modeled human niche (blue
dashed curve, a double Gaussian model fitting of current population density) as a function of MAT (°C), contrasted to the projected situation in 2070 (red
curve). Bands represent fifth and 95th percentiles of the ensemble of climate and population reconstructions. For the future projection, we take projected
populations and climate RCP8.5 and SSP3. (B) Mean temperature experienced by a human being in different periods. Boxplots and data points (gray dots) are
shown for the ensemble of climate and population reconstructions. Reconstructions of human populations for 6 Ky BP are based on the HYDE (HY) and
ArchaeoGLOBE (AG) (with additional processing) databases.
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Pendant des milliers d’années, les humains se 
sont concentrés dans un sous-ensemble 
restreint de climats disponibles sur Terre, 
caractérisés par des températures annuelles 
moyennes autour de ∼13 ° C. Cette distribution 
reflète probablement une niche de 
température humaine liée à des contraintes 
fondamentales. 
Selon les scénarios de croissance de la 
population et de réchauffement, au cours des 
50 prochaines années, 1 à 3 milliards de 
personnes devraient être laissées 

en dehors des conditions 
climatiques qui ont bien 
servi l'humanité au 
cours des 6000 
dernières années. En 
l'absence d'atténuation 
du climat ou de 
migration, une part 
substantielle de 
l'humanité sera exposée 
à des températures 
annuelles moyennes 
plus chaudes que 
presque partout 
aujourd'hui.
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Les réponses des écosystèmes et 
des biomesARTICLE

Forest production efficiency increases with
growth temperature
A. Collalti 1,2, A. Ibrom 3✉, A. Stockmarr4, A. Cescatti5, R. Alkama 5, M. Fernández-Martínez 6,
G. Matteucci 7, S. Sitch 8, P. Friedlingstein 9, P. Ciais 10, D. S. Goll 11, J. E. M. S. Nabel 12,
J. Pongratz12,13, A. Arneth14, V. Haverd15 & I. C. Prentice16,17,18

Forest production efficiency (FPE) metric describes how efficiently the assimilated carbon is

partitioned into plants organs (biomass production, BP) or—more generally—for the pro-

duction of organic matter (net primary production, NPP). We present a global analysis of the

relationship of FPE to stand-age and climate, based on a large compilation of data on gross

primary production and either BP or NPP. FPE is important for both forest production and

atmospheric carbon dioxide uptake. We find that FPE increases with absolute latitude, pre-

cipitation and (all else equal) with temperature. Earlier findings—FPE declining with age—are

also supported by this analysis. However, the temperature effect is opposite to what would be

expected based on the short-term physiological response of respiration rates to temperature,

implying a top-down regulation of carbon loss, perhaps reflecting the higher carbon costs of

nutrient acquisition in colder climates. Current ecosystem models do not reproduce this

phenomenon. They consistently predict lower FPE in warmer climates, and are therefore likely

to overestimate carbon losses in a warming climate.
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Autotrophic respiration releases to the atmosphere about
half (∼60 PgC yr−1) of the carbon fixed annually by
photosynthesis1. Forest ecosystems are the largest carbon

sink on land, taking up about 3.5 ± 1.0 PgC yr−1 (2008–2017) on
average2. A small change in the proportion of carbon losses, for
example due to climate change, would strongly affect the net
carbon balance of the biosphere. Predicting the autotrophic
component of the carbon balance of forests under changing cli-
mate requires understanding of how much atmospheric CO2 is
assimilated through photosynthesis (gross primary production,
GPP), how much is released due to plant metabolism (auto-
trophic respiration, Ra), how efficiently plants use assimilated
carbon for the production of organic matter (net primary pro-
duction, NPP), and how organic carbon is partitioned into plant
organs (biomass production, BP) versus other less stable forms—
which include soluble organic compounds exuded to the rhizo-
sphere or stored as reserves, and biogenic volatile organic com-
pounds (BVOCs) emitted to the atmosphere3.

The climate sensitivity of the terrestrial carbon cycle can be
benchmarked using ratios between these fluxes across a range of
climates. We focus here on the ratio of NPP to GPP, the so called
carbon use efficiency (CUE=NPP/GPP) and of BP to GPP,
called biomass production efficiency (BPE= BP/GPP). The two
concepts are close, but not identical4,5. BPE is substantially easier
to obtain, because the additional fluxes that constitute NPP are
notoriously difficult to measure. For this reason, there are far
more data available on BPE, while uncertainties associated with
both BP and NPP measurement make it impossible to distinguish
them in large data compilations. Therefore, we assessed estimates
of both BPE and CUE as a single metric, hereafter called forest
production efficiency (FPE), but making distinctions between
them when needed and when possible.

Over 20 years ago, the debate about spatial gradients of forest
CUE seemed to be resolved by Waring et al.6, who found CUE to
be nearly constant (0.47 ± 0.04: here and elsewhere, ± denotes one
standard deviation) across temperate and boreal forest stands
(n= 12). The assumption of a universal value for CUE—implying
a tight coupling of whole-plant respiration to photosynthesis—
has obvious practical convenience, and numerous vegetation
models have adopted it5. Many complex process-based vegetation
models, however, assume decoupling of photosynthesis and
respiration, with the latter driven by temperature7 and biomass8
—implying that CUE must vary with changing environmental
conditions. There is no general, observationally based consensus
as to which of these two (mutually incompatible) model
assumptions is nearer to the truth. One study found that BPE is
greater at higher soil fertility4, perhaps because less carbon needs
to be allocated for nutrient acquisition. Forest management9,
stand age10 and climate11,12 have also been reported to influence
CUE and BPE.

Here we revisit the global patterns of forest CUE and BPE
considering multiple controls and the potential effects of meth-
odological uncertainty, based on a large global set of data on
forest CUE and/or BPE (n= 244), spanning environments ran-
ging from the tropical lowlands to high latitudes and high alti-
tudes (Supplementary Fig. 1).

Overall, we find that FPE decreases with age and increases with
site factors such as annual air temperature, total annual pre-
cipitation and absolute latitude.

Results
FPE is not a universal constant. Results show that both CUE
(0.47 ± 0.13; range 0.24–0.71; n= 47) and BPE (0.46 ± 0.12; range
0.22–0.79; n= 197) have large variability; therefore, neither can be
assumed to be uniform (Fig. 1 and Supplementary Fig. 2). CUE

and BPE are statistically indistinguishable in our dataset because
of uncertainties associated with both quantities (±0.39 for CUE
and ±0.16 for BPE: see Methods). Overall, the average FPE in our
dataset (0.46 ± 0.12; range 0.22–0.79; n= 244) is statistically
indistinguishable from that provided by Waring et al.6, but its
standard deviation is three times larger (Methods and ref. 5).
Different GPP estimation methods produced slightly different
distributions (Fig. 2a), with median values ranging from 0.42
(scaling; upscaling of chamber-based measurements) through 0.48
(micrometeorological; ecosystem-scale CO2 flux measurements) to
0.48 (model; process-based models) (see Methods for definitions).
Stand age had a further effect on FPE, as shown by the differing
median CUE and BPE values of stands in intermediate (in the
forestry sense, i.e. 20–60 years) and younger age classes, with FPE
varying from 0.52 (age class <20 years) to 0.42 (age class >60
years) (Fig. 2b). Figure 3 shows how the data compare to those
published by Waring et al.6. The small variability of CUE reported
by Waring et al.6 was already noted by Medlyn & Dewar13 as
untypical, and artificially constrained by the method used to cal-
culate CUE. Medlyn & Dewar13 suggested a 0.31–0.59 range as
being realistic. Figure 3 also indicates systematically lower CUE
than Waring et al.6 for forests with GPP <∼2000 gCm−2 yr−1,
especially in forests in the old age class; and a tendency to higher
values for forests with GPP >∼2000 gCm−2 yr−1 and in the
young age class.

Factors controlling FPE variability. We used mixed-effects
multiple linear regression to infer the multiple drivers of the
spatial pattern of FPE. This method separates the contribution of
every predictor variable included in the analysis, even if they are
correlated to some degree (Methods). Four predictors—out of an
initial selection of eleven (listed in Methods)—proved to be
important: stand age (age, years), mean annual temperature
(MAT, °C), total annual precipitation (TAP, mm year−1) and
absolute latitude (|lat|, °), all included as fixed effects (Fig. 4). The
method used to measure GPP (GPP method)—was included as a
random effect (Table 1, Eq. (1)).

The use of multiple regression was essential for this analysis.
Simple correlations between FPE and individual predictors
showed no significant effects, while there were significant
correlations among the predictors (Supplementary Table 1).
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Fig. 1 Carbon use efficiency vs. biomass production efficiency. Density
plot of carbon use efficiency (CUE, red line, n= 47) and biomass
production efficiency (BPE, blue line, n= 197) data from all available data.
The vertical lines are medians.
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Climate change is driving a reorganization of ecological com-
munities as species track changes in air and ocean tempera-
tures1–3. However, global warming is not unfolding evenly 

across the planet, and this heterogeneity is layered over the uneven 
distribution of biodiversity. Populations of thermally restricted spe-
cies may decline with warming as individuals die, fail to reproduce 
or move to more suitable locations4–6. Indeed, declines are typically 
expected for tropical species, since they have narrower thermal tol-
erances than temperate species and live closer to their upper thermal 
limits5,7–10. In contrast, species benefiting from warming may exhibit 
abundance increases and expand their geographic ranges1–4,11. Thus, 
mid- to high-latitudes undergoing warming may provide suitable 
habitat for species expanding their ranges poleward4,12. Because 
the tropics hold the majority of the world’s species13, lower-latitude 
warming temperate regions may experience larger increases in spe-
cies richness and abundance compared to temperate locations at 
higher latitudes, due to a larger source pool of climate immigrants 
(Fig. 1). Biodiversity change may further depend on the baseline 
climate—that is, within latitudinal bands the effects of warming 
might differ between initially warmer versus colder regions3,5,12,14. 
For instance, warmer temperate regions may offer greater habitat 
suitability for climate immigrants from lower latitudes.

Warming-induced biodiversity change may also be stronger in the 
ocean than on land3,15,16. Marine species are highly responsive to tem-
perature change and can track changing isotherms with fewer barriers 
to dispersal, compared to terrestrial species3,14–19. Moreover, the avail-
ability of thermal microrefugia is limited in the ocean, while in terres-
trial ecosystems organisms can seek shade or burrow in soil to buffer 
the effects of warming17,20 (Fig. 1). Therefore, biodiversity responses to 
temperature change are expected to be more immediate and directly 

detectable for marine ecosystems; this expectation is supported by a 
growing literature which has quantitatively compared individual spe-
cies’ responses to temperature change between marine and terrestrial 
realms3,14–16. However, the net effects of temperature-related species’ 
movements and abundance changes on assemblage-level diversity 
have not yet been systematically investigated across realms.

Here, we quantify temperature-related species richness and 
total abundance change in marine and terrestrial assemblages 
across temperate regions of the planet (23.5–60.0° absolute latitude; 
Extended Data Fig. 1). Specifically, we test two predictions for the 
effects of temperature change on assemblage-level diversity: (1) spe-
cies richness and total abundance will increase with warming, and 
such increases will be greatest across relatively warm regions that 
border the species-rich tropics; and (2) the coupling of assemblage 
and temperature change will be tighter in the ocean than on land. 
These predictions are informed by the interaction between the lati-
tudinal gradients in species richness and warming tolerance, and by 
the differences between realms regarding environmental heteroge-
neity and species distribution shifts (Fig. 1).

We focus on local assemblage-level trends, rather than 
species-specific responses, and quantify changes in both total abun-
dance and species richness. These two metrics can be decoupled 
from each other, and abundance is typically more responsive to 
environmental change than richness21,22. We further disentangle 
richness change into species gains and losses to better under-
stand the underlying dynamics of temperature-related biodiversity 
change. To test our expectations, we used the largest database of 
assemblage time series, BioTIME23, which includes studies of plants, 
invertebrates, birds, mammals and fish. These assemblages consist 
of co-occurring species systematically sampled through time. Since 
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Climate change is driving a reorganization of ecological com-
munities as species track changes in air and ocean tempera-
tures1–3. However, global warming is not unfolding evenly 

across the planet, and this heterogeneity is layered over the uneven 
distribution of biodiversity. Populations of thermally restricted spe-
cies may decline with warming as individuals die, fail to reproduce 
or move to more suitable locations4–6. Indeed, declines are typically 
expected for tropical species, since they have narrower thermal tol-
erances than temperate species and live closer to their upper thermal 
limits5,7–10. In contrast, species benefiting from warming may exhibit 
abundance increases and expand their geographic ranges1–4,11. Thus, 
mid- to high-latitudes undergoing warming may provide suitable 
habitat for species expanding their ranges poleward4,12. Because 
the tropics hold the majority of the world’s species13, lower-latitude 
warming temperate regions may experience larger increases in spe-
cies richness and abundance compared to temperate locations at 
higher latitudes, due to a larger source pool of climate immigrants 
(Fig. 1). Biodiversity change may further depend on the baseline 
climate—that is, within latitudinal bands the effects of warming 
might differ between initially warmer versus colder regions3,5,12,14. 
For instance, warmer temperate regions may offer greater habitat 
suitability for climate immigrants from lower latitudes.

Warming-induced biodiversity change may also be stronger in the 
ocean than on land3,15,16. Marine species are highly responsive to tem-
perature change and can track changing isotherms with fewer barriers 
to dispersal, compared to terrestrial species3,14–19. Moreover, the avail-
ability of thermal microrefugia is limited in the ocean, while in terres-
trial ecosystems organisms can seek shade or burrow in soil to buffer 
the effects of warming17,20 (Fig. 1). Therefore, biodiversity responses to 
temperature change are expected to be more immediate and directly 

detectable for marine ecosystems; this expectation is supported by a 
growing literature which has quantitatively compared individual spe-
cies’ responses to temperature change between marine and terrestrial 
realms3,14–16. However, the net effects of temperature-related species’ 
movements and abundance changes on assemblage-level diversity 
have not yet been systematically investigated across realms.

Here, we quantify temperature-related species richness and 
total abundance change in marine and terrestrial assemblages 
across temperate regions of the planet (23.5–60.0° absolute latitude; 
Extended Data Fig. 1). Specifically, we test two predictions for the 
effects of temperature change on assemblage-level diversity: (1) spe-
cies richness and total abundance will increase with warming, and 
such increases will be greatest across relatively warm regions that 
border the species-rich tropics; and (2) the coupling of assemblage 
and temperature change will be tighter in the ocean than on land. 
These predictions are informed by the interaction between the lati-
tudinal gradients in species richness and warming tolerance, and by 
the differences between realms regarding environmental heteroge-
neity and species distribution shifts (Fig. 1).

We focus on local assemblage-level trends, rather than 
species-specific responses, and quantify changes in both total abun-
dance and species richness. These two metrics can be decoupled 
from each other, and abundance is typically more responsive to 
environmental change than richness21,22. We further disentangle 
richness change into species gains and losses to better under-
stand the underlying dynamics of temperature-related biodiversity 
change. To test our expectations, we used the largest database of 
assemblage time series, BioTIME23, which includes studies of plants, 
invertebrates, birds, mammals and fish. These assemblages consist 
of co-occurring species systematically sampled through time. Since 
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Climate-driven risks to the climate mitigation
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BACKGROUND: Forests have considerable po-
tential to help mitigate human-caused climate
change and provide society with a broad range
of cobenefits. Local, national, and international
efforts have developed policies and economic
incentives to protect and enhance forest car-
bon sinks—ranging from the Bonn Challenge
to restore deforested areas to the devel-
opment of forest carbon offset projects
around the world. However, these pol-
icies do not always account for import-
ant ecological and climate-related risks
and limits to forest stability (i.e., per-
manence). Widespread climate-induced
forest die-off has been observed in for-
ests globally and creates a dangerous
carbon cycle feedback, both by releas-
ing large amounts of carbon stored in
forest ecosystems to the atmosphere
and by reducing the size of the future
forest carbon sink. Climate-driven risks
may fundamentally compromise forest
carbon stocks and sinks in the 21st cen-
tury. Understanding and quantifying
climate-driven risks to forest stability
are crucial components needed to fore-
cast the integrity of forest carbon sinks
and the extent to which they can contrib-
ute toward the Paris Agreement goal to
limit warming well below 2°C. Thus,
rigorous scientific assessment of the
risks and limitations to widespread de-
ployment of forests as natural climate
solutions is urgently needed.

ADVANCES: Many forest-based natural
climate solutions do not yet rely on the
best available scientific information and
ecological tools to assess the risks to
forest stability from climate-driven for-
est dieback caused by fire, drought, bio-
tic agents, and other disturbances. Crucially,
many of these permanence risks are pro-
jected to increase in the 21st century because
of climate change, and thus estimates based
on historical data will underestimate the
true risks that forests face. Forest climate
policy needs to fully account for the perma-
nence risks because they could fundamentally

undermine the effectiveness of forest-based
climate solutions.
Here, we synthesize current scientific un-

derstanding of the climate-driven risks to
forests and highlight key issues for max-
imizing the effectiveness of forests as natural
climate solutions. We lay out a roadmap for

quantifying current and forecasting future
risks to forest stability using recent advances
in vegetation physiology, disturbance ecol-
ogy, mechanistic vegetation modeling, large-
scale ecological observation networks, and
remote sensing. Finally, we review current
efforts to use forests as natural climate solu-
tions and discuss how these programs and

policies presently consider and could more
fully embrace physiological, climatic, and per-
manence uncertainty about the future of
forest carbon stores and the terrestrial car-
bon sink.

OUTLOOK: The scientific community agrees
that forests can contribute to global efforts to

mitigate human-caused
climate change. The com-
munity also recognizes
that using forests as nat-
ural climate solutions must
not distract from rapid
reductions in emissions

from fossil fuel combustion. Furthermore,
responsibly using forests as natural climate
solutions requires rigorous quantification
of risks to forest stability, forests’ carbon stor-
age potential, cobenefits for species conserva-
tion and ecosystem services, and full climate
feedbacks from albedo and other effects. Com-

bining long-term satellite records with
forest plot data can provide rigorous,
spatially explicit estimates of climate
change–driven stresses and disturbances
that decrease productivity and increase
mortality. Current vegetation models also
hold substantial promise to quantify for-
est risks and inform forest management
and policies, which currently rely pre-
dominantly on historical data.
A more-holistic understanding and

quantification of risks to forest stabil-
ity will help policy-makers effectively
use forests as natural climate solutions.
Scientific advances have increased our
ability to characterize risks associated
with a number of biotic and abiotic fac-
tors, including risks associated with
fire, drought, and biotic agent outbreaks.
While the models that are used to pre-
dict disturbance risks of these types rep-
resent the cutting edge in ecology and
Earth system science to date, relatively
little infrastructure and few tools have
been developed to interface between
scientists and foresters, land managers,
and policy-makers to ensure that science-
based risks and opportunities are fully
accounted for in policy and manage-
ment contexts. To enable effective pol-
icy and management decisions, these
tools must be openly accessible, trans-
parent, modular, applicable across scales,
and usable by a wide range of stake-

holders. Strengthening this science-policy link
is a critical next step in moving forward with
leveraging forests in climate change mitiga-
tion efforts.▪
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Forests as natural climate solutions face fundamental limits 
and underappreciated risks

Effective use of forests as natural climate solutions depends
on accounting for climate-driven risks, such as fire and
drought. Leveraging cutting-edge scientific tools holds great
promise for improving and guiding the use of forests as natural
climate solutions, both in estimating the potential of carbon storage
and in estimating the risks to forest carbon storage.

IL
LU

S
T
R
A
T
IO

N
:
D
A
V
ID

M
E
IK
LE

ON OUR WEBSITE
◥

Read the full article
at https://dx.doi.
org/10.1126/
science.aaz7005
..................................................

on July 7, 2020
 

http://science.sciencem
ag.org/

D
ow

nloaded from
 

REVIEW
◥

FOREST AND CLIMATE

Climate-driven risks to the climate mitigation
potential of forests
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Philippe Ciais5, Danny Cullenward6, Christopher B. Field7, Jeremy Freeman8, Scott J. Goetz9,
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Stephen Pacala14, James T. Randerson15

Forests have considerable potential to help mitigate human-caused climate change and provide society
with many cobenefits. However, climate-driven risks may fundamentally compromise forest carbon
sinks in the 21st century. Here, we synthesize the current understanding of climate-driven risks to
forest stability from fire, drought, biotic agents, and other disturbances. We review how efforts to use
forests as natural climate solutions presently consider and could more fully embrace current scientific
knowledge to account for these climate-driven risks. Recent advances in vegetation physiology,
disturbance ecology, mechanistic vegetation modeling, large-scale ecological observation networks,
and remote sensing are improving current estimates and forecasts of the risks to forest stability.
A more holistic understanding and quantification of such risks will help policy-makers and other
stakeholders effectively use forests as natural climate solutions.

T
errestrial ecosystems currently absorb
~30% of human carbon emissions each
year (1), and forests account for the vast
majority of this uptake [an estimated
8.8 Pg CO2e year

−1 of a total land carbon
uptake of 9.5 Pg CO2e year

−1 over 2000–2007,
where CO2e denotes CO2 equivalents (2, 3)]. A
broad body of literature has focused for dec-
ades on the role of forests in the climate sys-
tem (4–6), and forest-based natural climate
solutions (F-NCSs) have experienced grow-
ing interest in recent years as a potentially
major contributor tomeeting Paris Agreement
carbon targets (7–10). Forest-based strategies
might provide up to 7 Pg CO2e of climate mit-
igation per year by 2030 at a carbon price of
$100 per Mg CO2e, which is by far the largest
potential category of natural climate solutions
(NCSs) (7). Furthermore, many of these forest-
based strategies are likely to have substantial

cobenefits for biodiversity, ecosystem services,
and conservation (9, 11).
Carbon policy that includes F-NCSs is build-

ing around the world (Fig. 1). For example,
California has recognized 133 Tg CO2e in
benefits from forest carbon offset projects in
the United States between 2013 and 2019, with
these credits making up a meaningful share of
the compliance with the state’s cap-and-trade
program (12). National and subnational gov-
ernment policies to reduce emissions have in-
cluded forest projects, with policies in Japan,
Australia, New Zealand, and British Columbia,
Canada (Fig. 1). Additionally, many F-NCS
projects have occurred under the framework
of the United Nations’ Reducing Emissions
fromDeforestation andDegradation (REDD+)
(13, 14) and under local and national emissions
reduction goals.
F-NCS projects include awide array of project

types but broadly fall into four categories: (i)
avoided forest conversion (i.e., avoided defor-
estation); (ii) reforestation; (iii) improved man-
agement of natural forests; and (iv) improved
forest plantation practices (7, 9, 15). An over-
arching commonality is that all F-NCS projects
strive for permanence, the principle that for-
ests store carbon removed from the atmo-
sphere in plants and soils over time horizons
of 50 to 100 years or longer. Given that a large
fraction of human emissions of CO2 remain in
the atmosphere for centuries to millennia (16),
the permanence of forest carbon on century
time scales is essential for effective climate
change mitigation.
Fundamental questions remain, however,

about the fate of carbon stored in forests in
a rapidly changing climate, particularly the

extent to which climate change and climate-
driven changes in disturbance regimes might
compromise forest permanence (17–19). Climate-
induced tree mortality events have been widely
observed across the globe over the past few
decades (20, 21). In addition to direct climate
impacts on trees like drought events, addi-
tional disturbance agents including wildfire
and insect outbreaks are sensitive to climate
and havemajor carbon cycle consequences for
forests (22–25). The biomass dynamics of an
estimated 44% of forests globally are strongly
sensitive to stand-replacing disturbance (in-
cluding harvest) (Fig. 2) (26). Further, climate-
driven tree mortality and disturbances are
nonstationary (they change with time) and are
projected to increase with climate change (25).
Finally, due in part to the large uncertainties
about climate impacts, CO2 fertilization, and
disturbances in forests (27), Earth systemmodel
projections over the 21st century indicate that
terrestrial ecosystems could sequester as much
as 36.7 Pg CO2e year

−1 or release as much as
22 Pg CO2e year

−1 by 2100 for a high-emissions
scenario (28).
Nonstationary risks from climate change

have the potential to compromise the current
land carbon sink, the success of F-NCS projects,
and tree-based bioenergy projects, such as
some types of bioenergy with carbon capture
and sequestration (BECCS) (17, 27, 29–31). Non-
stationary changes in disturbance rates or long-
term shifts in ecosystems (e.g., loss of forest)
are what fundamentally determine the per-
manence of forest carbon stocks at large scales.
The net carbon cycle effects of stationary dis-
turbance regimes at landscape scales are small
because carbon emissions from recently dis-
turbed areas in one part of the landscape are
compensated by sinks in regrowing areas
(32, 33). However, forests are already facing
substantial and increasing climate-driven risks
that could fundamentally undermine their col-
lective ability to take up and store carbon over
the 21st century (19, 22, 34, 35). Thus, nonsta-
tionary permanence risks must be rigorously
assessed using the best available scientific
tools and datasets and be included in policy
and project planning.
Here, we provide a review of key climate-

driven risks to forest carbon permanence (i.e.,
disturbances that could lead to substantial
losses in forest carbon stocks) and how these
risks are expected to change in the future. We
assess key climate-driven risks from the fol-
lowing perspectives: (i) carbon cycle impacts;
(ii) data on historical patterns and risk levels;
(iii) current mechanistic understanding and
modeling approaches; and (iv) projections of
nonstationary risk for future climate change
scenarios. We then discuss how ongoing and
planned F-NCS projects and policies currently
account for permanence risk. Next, we pro-
vide a roadmap for the rigorous assessment
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Climate-driven risks to the climate mitigation
potential of forests
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BACKGROUND: Forests have considerable po-
tential to help mitigate human-caused climate
change and provide society with a broad range
of cobenefits. Local, national, and international
efforts have developed policies and economic
incentives to protect and enhance forest car-
bon sinks—ranging from the Bonn Challenge
to restore deforested areas to the devel-
opment of forest carbon offset projects
around the world. However, these pol-
icies do not always account for import-
ant ecological and climate-related risks
and limits to forest stability (i.e., per-
manence). Widespread climate-induced
forest die-off has been observed in for-
ests globally and creates a dangerous
carbon cycle feedback, both by releas-
ing large amounts of carbon stored in
forest ecosystems to the atmosphere
and by reducing the size of the future
forest carbon sink. Climate-driven risks
may fundamentally compromise forest
carbon stocks and sinks in the 21st cen-
tury. Understanding and quantifying
climate-driven risks to forest stability
are crucial components needed to fore-
cast the integrity of forest carbon sinks
and the extent to which they can contrib-
ute toward the Paris Agreement goal to
limit warming well below 2°C. Thus,
rigorous scientific assessment of the
risks and limitations to widespread de-
ployment of forests as natural climate
solutions is urgently needed.

ADVANCES: Many forest-based natural
climate solutions do not yet rely on the
best available scientific information and
ecological tools to assess the risks to
forest stability from climate-driven for-
est dieback caused by fire, drought, bio-
tic agents, and other disturbances. Crucially,
many of these permanence risks are pro-
jected to increase in the 21st century because
of climate change, and thus estimates based
on historical data will underestimate the
true risks that forests face. Forest climate
policy needs to fully account for the perma-
nence risks because they could fundamentally

undermine the effectiveness of forest-based
climate solutions.
Here, we synthesize current scientific un-

derstanding of the climate-driven risks to
forests and highlight key issues for max-
imizing the effectiveness of forests as natural
climate solutions. We lay out a roadmap for

quantifying current and forecasting future
risks to forest stability using recent advances
in vegetation physiology, disturbance ecol-
ogy, mechanistic vegetation modeling, large-
scale ecological observation networks, and
remote sensing. Finally, we review current
efforts to use forests as natural climate solu-
tions and discuss how these programs and

policies presently consider and could more
fully embrace physiological, climatic, and per-
manence uncertainty about the future of
forest carbon stores and the terrestrial car-
bon sink.

OUTLOOK: The scientific community agrees
that forests can contribute to global efforts to

mitigate human-caused
climate change. The com-
munity also recognizes
that using forests as nat-
ural climate solutions must
not distract from rapid
reductions in emissions

from fossil fuel combustion. Furthermore,
responsibly using forests as natural climate
solutions requires rigorous quantification
of risks to forest stability, forests’ carbon stor-
age potential, cobenefits for species conserva-
tion and ecosystem services, and full climate
feedbacks from albedo and other effects. Com-

bining long-term satellite records with
forest plot data can provide rigorous,
spatially explicit estimates of climate
change–driven stresses and disturbances
that decrease productivity and increase
mortality. Current vegetation models also
hold substantial promise to quantify for-
est risks and inform forest management
and policies, which currently rely pre-
dominantly on historical data.
A more-holistic understanding and

quantification of risks to forest stabil-
ity will help policy-makers effectively
use forests as natural climate solutions.
Scientific advances have increased our
ability to characterize risks associated
with a number of biotic and abiotic fac-
tors, including risks associated with
fire, drought, and biotic agent outbreaks.
While the models that are used to pre-
dict disturbance risks of these types rep-
resent the cutting edge in ecology and
Earth system science to date, relatively
little infrastructure and few tools have
been developed to interface between
scientists and foresters, land managers,
and policy-makers to ensure that science-
based risks and opportunities are fully
accounted for in policy and manage-
ment contexts. To enable effective pol-
icy and management decisions, these
tools must be openly accessible, trans-
parent, modular, applicable across scales,
and usable by a wide range of stake-

holders. Strengthening this science-policy link
is a critical next step in moving forward with
leveraging forests in climate change mitiga-
tion efforts.▪
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Wild!reHuman disturbance

Climate stress Biotic agents

Forests as natural climate solutions face fundamental limits 
and underappreciated risks

Effective use of forests as natural climate solutions depends
on accounting for climate-driven risks, such as fire and
drought. Leveraging cutting-edge scientific tools holds great
promise for improving and guiding the use of forests as natural
climate solutions, both in estimating the potential of carbon storage
and in estimating the risks to forest carbon storage.

IL
LU

S
T
R
A
T
IO

N
:
D
A
V
ID

M
E
IK
LE

ON OUR WEBSITE
◥

Read the full article
at https://dx.doi.
org/10.1126/
science.aaz7005
..................................................

on July 7, 2020
 

http://science.sciencem
ag.org/

D
ow

nloaded from
 

ARTICLES NATURE ECOLOGY & EVOLUTION

spatial extent varies among studies in BioTIME, we harmonized the 
biodiversity observations to a common spatial resolution to mini-
mize the influence of variation in spatial extent on our results24; this 
allowed us to quantify the effect of temperature change at a stan-
dardized resolution across regions and realms. We first estimated 
trends in biodiversity and temperature separately, and then quanti-
fied the relationships between the two.

Specifically, for each study we allocated individual samples to 
96-km2 hexagonal grid cells based on their location (see Methods;24); 
that is, each sample was assigned to a specific combination of study 
ID and grid cell based on its latitude and longitude, resulting in 
equal-extent assemblage time series with multiple samples across 
years. Because each time series contained samples from only one 
study, the integrity of sampling methods within each study was main-
tained. We used these spatially harmonized assemblage time series in 
our analysis, selecting data from temperate regions only (since these 
are the better sampled regions within BioTIME). We then selected 
time series with at least 5 years of sampling (mean = 9.2 years), yielding 
21,500 assemblage time series across both realms (19,875 marine and 
1,625 terrestrial from 156 original studies; Extended Data Figs. 1 and 2  
and Supplementary Table 1). Because the number of samples can vary 
from year to year within each time series, we used sample-based rar-
efaction25 to equalize sampling effort among years and then quanti-
fied trends in richness, total abundance and number of species gained 
or lost. For the same locations and for the time spans matching the 
duration of the biodiversity monitoring periods, we extracted mean 
monthly temperature records from HadCRUT426,27 and estimated the 
corresponding annual rates of sea surface or air temperature change. 
We then quantified the relationships between changes in biodiversity 
and changes in temperature with meta-analytical Bayesian hierarchi-
cal models, allowing responses to vary among taxonomic groups.  
To test our expectations, we included an interaction term between 
temperature change and long-term average temperature (that is, base-
line climate) or latitude in our models, fitted separately for the marine 
and terrestrial realms.

Results
Temperature trends were highly variable, with locations at similar 
latitudes exhibiting different directions and magnitudes of change  
(Fig. 2a). Yet, both sea surface and air temperatures increased on aver-
age across the locations and time periods of our study, even though 
the majority of our time series spanned less than 10 years (Extended 
Data Fig. 2). The warming signal was more pronounced on land than 
in the ocean (Fig. 2b; the average mean temperature change rate was 
0.022 °C per year on land, versus 0.012 °C per year in the ocean).

Biodiversity change was also highly variable among the assem-
blage time series (Fig. 2c). However, despite the variability in both 
temperature and biodiversity trends, coherent macroecological 
signals emerged in the marine realm (Fig. 3 and Supplementary 
Table 2). We found an overall positive relationship between warm-
ing and species richness, but conditional on the baseline climate. 
Species richness increases were more pronounced in initially 
warmer locations (as indicated by the positive interaction effect) 
and were underpinned by higher rates of species gains, while 
there was no detectable signal for species losses (Figs. 3 and 4 and 
Extended Data Fig. 3). Additionally, warming coincided with losses 
of individuals in the warmest marine locations, whereas cooler 
locations tended to gain individuals with increasing temperature  
(Figs. 3 and 4 and Extended Data Fig. 3). In contrast, no system-
atic biodiversity responses emerged on land, where the 95% cred-
ible intervals overlapped zero for all biodiversity metrics included  
(Fig. 3 and Supplementary Table 2).

Our analysis highlights the fundamental role of climate baselines 
in modulating biodiversity responses in the ocean, given that lati-
tude showed no or very weak interacting effects with temperature 
change (Extended Data Fig. 4). Further tests revealed only a weak 
correlation between either baseline climate or latitude and tem-
perature change (Spearman’s rank correlation, ρ = 0.063 and 0.098, 
respectively). As such, the correlation structure of our covariates is 
unlikely to bias our results towards a positive effect of temperature 
change when combined with baseline climate rather than latitude.

Lower temperate latitudes are
poised to gain more species
than higher latitudes due to

higher species richness
in the tropics

High species diversity

Low species diversity

Latitudinal
diversity gradient

|60°|

|23.5°|

Warming tolerance

High warming tolerance

Low warming tolerance

Temperate species have
wider warming tolerance

and will be less sensitive to
identical rates of warming

Greater microclimate variation
and higher availability of
thermal microrefugia in

landscapes versus seascapes

Greater connectivity (fewer
barriers) in seascapes

versus landscapes

Geographic range shifts and
landscape versus seascape heterogeneity

b

Tighter coupling of assemblage and
temperature change in the ocean than on land

a

MarineTerrestrial

Greater biodiversity gains in lower (warmer)
versus higher (cooler) temperate latitudes

Temperature
New range
Old range

Arrows indicate
asymmetrical
edge shifts

Fig. 1 | Conceptual figure of the mechanisms underlying our hypotheses for how temperature-related biodiversity change may unfold unevenly 
across the planet. a,b, These stem from the latitudinal gradients in species diversity (decrease with latitude) and species thermal tolerance breadths or 
thermal safety margins (increase with latitude) (a); and differences between marine and terrestrial realms in terms of environmental heterogeneity and 
geographical range shifts (b). Note that this is a schematic simplified representation of these large-scale mechanisms and patterns (for instance, thermal 
safety margins are not necessarily linear with latitude15 and heat tolerance declines more steeply with latitude for marine ectotherms60).
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Schéma conceptuel des mécanismes sous-jacents aux hypothèses sur la 
façon dont le changement de la biodiversité lié à la température peut se 
dérouler de manière inégale à travers la planète

Les auteurs trouvent un lien fort entre la biodiversité et les 
changements de température dans le domaine marin, où la richesse 
en espèces augmente principalement avec le réchauffement. 
Cependant, les réponses de la biodiversité sont conditionnelles au 
climat de référence. En revanche, ils ne détectent pas de tendances 
systématiques de richesse ou d'abondance liées à la température 
sur les terres, malgré une plus grande ampleur du réchauffement.
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Soil erosion is a major global soil degradation threat to land,
freshwater, and oceans. Wind and water are the major drivers, with
water erosion over land being the focus of this work; excluding
gullying and river bank erosion. Improving knowledge of the
probable future rates of soil erosion, accelerated by human activity,
is important both for policy makers engaged in land use decision-
making and for earth-system modelers seeking to reduce uncer-
tainty on global predictions. Here we predict future rates of erosion
by modeling change in potential global soil erosion by water using
three alternative (2.6, 4.5, and 8.5) Shared Socioeconomic Pathway
and Representative Concentration Pathway (SSP-RCP) scenarios.
Global predictions rely on a high spatial resolution Revised Universal
Soil Loss Equation (RUSLE)-based semiempirical modeling approach
(GloSEM). The baseline model (2015) predicts global potential soil
erosion rates of 43þ9.2

"7 Pg yr−1, with current conservation agriculture
(CA) practices estimated to reduce this by∼5%. Our future scenarios
suggest that socioeconomic developments impacting land use will
either decrease (SSP1-RCP2.6–10%) or increase (SSP2-RCP4.5 +2%,
SSP5-RCP8.5 +10%) water erosion by 2070. Climate projections, for
all global dynamics scenarios, indicate a trend, moving toward a
more vigorous hydrological cycle, which could increase global water
erosion (+30 to +66%). Accepting some degrees of uncertainty, our
findings provide insights into how possible future socioeconomic
development will affect soil erosion by water using a globally con-
sistent approach. This preliminary evidence seeks to inform efforts
such as those of the United Nations to assess global soil erosion and
inform decision makers developing national strategies for soil
conservation.

land degradation | agricultural sustainability | policy scenarios

Contemporary societies live on a cultivated planet where ag-
riculture covers ∼38% of the land surface (1). Humans

strongly depend on the capacity of soils to sustain agricultural
production and livestock, which contributes more than 95% of
global food production (2). The underlying agricultural systems
are at the same time major drivers of soil and environmental
degradation (3, 4) and a substantial source of major biogenic
greenhouse gas emissions (5). The latest United Nations (UN)
report on the status of global soil resources highlights that ‘. . .the
majority of the world’s soil resources are in only fair, poor, or very
poor condition’ and stresses that soil erosion is still a major en-
vironmental and agricultural threat worldwide (6). Ploughing,
unsuitable agricultural practices, combined with deforestation and
overgrazing, are the main causes of human-induced soil erosion
(7, 8). This triggers a series of cascading effects within the eco-
system such as nutrient loss, reduced carbon storage, declining
biodiversity, and soil and ecosystem stability (9). Modeling efforts
to predict the impact of climate and land use change on soils are
developing but limited at the global scale. The purpose of this
work is to advance our ability to predict erosion given these
drivers. Although we currently limit the scope to erosion by water
that excludes wind, gully, and river bank erosion, it provides a

valuable resource for policy makers at scales customized to their
decision-making needs.
The major anthropogenic drivers of erosion are land use and

potentially climate change through a more intense hydrological
cycle (10). While much research attention has focused on arable
agriculture (11), in a recent article we demonstrated that semi-
natural systems cannot be ignored, possibly accounting for ∼half
of global soil erosion by water (12). Modeling soil erosion at
global scales is challenging, physical models are too data inten-
sive and the data are sparse, therefore adopting a semiempirical
approach represents the state of knowledge and a pragmatic
approach to informing policy. Only two studies have been suc-
cessful at attempting future global soil erosion estimates, both at
coarse scale (∼50 km or greater), using old climate projections
and hence, impractical for policy making intervention. The pio-
neering geographic information system (GIS)-based Revised
Universal Soil Loss Equation (RUSLE) modeling assessment
conducted by Yang et al. (13) employed future projections of
climate and land use that are no longer representative of the
current state-of-the-knowledge; tending to overestimate soil
erosion. Similarly, the study of Ito (14) simulated the effects of
land cover and climate change on soil erosion by water on a
55 km mesh (1,901 to 2,100), with implications for the carbon
cycle. Since these efforts, substantial progress has been made,

Significance

We use the latest projections of climate and land use change to
assess potential global soil erosion rates by water to address
policy questions; working toward the goals of the United Nations
working groups under the Inter-Governmental Technical Panel on
Soils of the Global Soil Partnership. This effort will enable policy
makers to explore erosion extent, identify possible hotspots, and
workwith stakeholders to mitigate impacts. In addition, we provide
insight into the potential mitigating effects attributable to conser-
vation agriculture and the need for more effective policy instru-
ments for soil protection. Scientifically, the modeling framework
presented adopts a series of methodological advances and stan-
dardized data to communicate with adjacent disciplines and
move toward robust, reproducible, and open data science.
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Soil erosion is a major global soil degradation threat to land,
freshwater, and oceans. Wind and water are the major drivers, with
water erosion over land being the focus of this work; excluding
gullying and river bank erosion. Improving knowledge of the
probable future rates of soil erosion, accelerated by human activity,
is important both for policy makers engaged in land use decision-
making and for earth-system modelers seeking to reduce uncer-
tainty on global predictions. Here we predict future rates of erosion
by modeling change in potential global soil erosion by water using
three alternative (2.6, 4.5, and 8.5) Shared Socioeconomic Pathway
and Representative Concentration Pathway (SSP-RCP) scenarios.
Global predictions rely on a high spatial resolution Revised Universal
Soil Loss Equation (RUSLE)-based semiempirical modeling approach
(GloSEM). The baseline model (2015) predicts global potential soil
erosion rates of 43þ9.2

"7 Pg yr−1, with current conservation agriculture
(CA) practices estimated to reduce this by∼5%. Our future scenarios
suggest that socioeconomic developments impacting land use will
either decrease (SSP1-RCP2.6–10%) or increase (SSP2-RCP4.5 +2%,
SSP5-RCP8.5 +10%) water erosion by 2070. Climate projections, for
all global dynamics scenarios, indicate a trend, moving toward a
more vigorous hydrological cycle, which could increase global water
erosion (+30 to +66%). Accepting some degrees of uncertainty, our
findings provide insights into how possible future socioeconomic
development will affect soil erosion by water using a globally con-
sistent approach. This preliminary evidence seeks to inform efforts
such as those of the United Nations to assess global soil erosion and
inform decision makers developing national strategies for soil
conservation.

land degradation | agricultural sustainability | policy scenarios

Contemporary societies live on a cultivated planet where ag-
riculture covers ∼38% of the land surface (1). Humans

strongly depend on the capacity of soils to sustain agricultural
production and livestock, which contributes more than 95% of
global food production (2). The underlying agricultural systems
are at the same time major drivers of soil and environmental
degradation (3, 4) and a substantial source of major biogenic
greenhouse gas emissions (5). The latest United Nations (UN)
report on the status of global soil resources highlights that ‘. . .the
majority of the world’s soil resources are in only fair, poor, or very
poor condition’ and stresses that soil erosion is still a major en-
vironmental and agricultural threat worldwide (6). Ploughing,
unsuitable agricultural practices, combined with deforestation and
overgrazing, are the main causes of human-induced soil erosion
(7, 8). This triggers a series of cascading effects within the eco-
system such as nutrient loss, reduced carbon storage, declining
biodiversity, and soil and ecosystem stability (9). Modeling efforts
to predict the impact of climate and land use change on soils are
developing but limited at the global scale. The purpose of this
work is to advance our ability to predict erosion given these
drivers. Although we currently limit the scope to erosion by water
that excludes wind, gully, and river bank erosion, it provides a

valuable resource for policy makers at scales customized to their
decision-making needs.
The major anthropogenic drivers of erosion are land use and

potentially climate change through a more intense hydrological
cycle (10). While much research attention has focused on arable
agriculture (11), in a recent article we demonstrated that semi-
natural systems cannot be ignored, possibly accounting for ∼half
of global soil erosion by water (12). Modeling soil erosion at
global scales is challenging, physical models are too data inten-
sive and the data are sparse, therefore adopting a semiempirical
approach represents the state of knowledge and a pragmatic
approach to informing policy. Only two studies have been suc-
cessful at attempting future global soil erosion estimates, both at
coarse scale (∼50 km or greater), using old climate projections
and hence, impractical for policy making intervention. The pio-
neering geographic information system (GIS)-based Revised
Universal Soil Loss Equation (RUSLE) modeling assessment
conducted by Yang et al. (13) employed future projections of
climate and land use that are no longer representative of the
current state-of-the-knowledge; tending to overestimate soil
erosion. Similarly, the study of Ito (14) simulated the effects of
land cover and climate change on soil erosion by water on a
55 km mesh (1,901 to 2,100), with implications for the carbon
cycle. Since these efforts, substantial progress has been made,

Significance

We use the latest projections of climate and land use change to
assess potential global soil erosion rates by water to address
policy questions; working toward the goals of the United Nations
working groups under the Inter-Governmental Technical Panel on
Soils of the Global Soil Partnership. This effort will enable policy
makers to explore erosion extent, identify possible hotspots, and
workwith stakeholders to mitigate impacts. In addition, we provide
insight into the potential mitigating effects attributable to conser-
vation agriculture and the need for more effective policy instru-
ments for soil protection. Scientifically, the modeling framework
presented adopts a series of methodological advances and stan-
dardized data to communicate with adjacent disciplines and
move toward robust, reproducible, and open data science.
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(12) is a consequence of the increase in the global modeling area
(from ∼84.1 to ∼95.5% of the Earth’s land surface) and to a
lesser extent to the land use differences derived from adopting
the land use data of Hurtt et al. (30) in the current study. This
estimate is lower than the figures previously presented in the
scientific literature adopting similar modeling approaches, e.g.,
Yang et al. (13) (ca. 132 Pg yr−1) and Ito (14) (ca. 172 Pg yr−1). It
supports the findings reported in the latest reference document
(6) of the UN on the status of global soil resources, which in-
dicates a value below 50 Pg yr−1 as a more realistic quantitative
figure of global soil erosion by the processes considered (6).
Insights in support of the plausibility of our modeling estimates
and GloSEM limitations are reported below. We provide further
information on Model Performance Evaluation and Limitations
of GloSEM below and in the SI Appendix.
How does land use impact our estimates? Comparing soil

erosion rates according to land use types, we find a decline in the
estimates from croplands to forests and other forms of vegeta-
tion. Soil erosion rates are in line with field measurements (7, 33).
Annual crops covered about 16% of land in 2015 and are estimated
to be responsible for 41% of the total predicted soil erosion. Overall,
the main agricultural lands (annual crops, permanent crops, and
managed pasture) are responsible for 54% (equal to 23.4+5.3−4.1 Pg yr

−1)
of the total soil erosion. Future scenarios suggest that the effects of
land use change may either decrease [SSP1-RCP2.6 (Fig. 1B)] or
increase [SSP2-RCP4.5 (Fig. 1C), SSP5-RCP8.5 (Fig. 1D)] soil ero-
sion by 2070. The divergent trends are the result of the possible dif-
ferent human development and societal choices described in the three
considered SSP-RCP. The IMAGE SSP1-RCP2.6 scenario, which

represents a pathway aiming at limiting the increase of global mean
temperature to a maximum of 2 °C by 2100, suggests a possible
contraction of the main agricultural land by 2070. The simulation of
this land use scenario in GloSEM yields a potential decrease in soil
erosion by water of –10% (global soil erosion equal to 38.5+8.6−6.2). The
decrease in the simulated global soil erosion (∼4.5 Pg yr−1) is the
result of a global reorganization of future lands, which according to
the IMAGE SSP1-RCP2.6, will tend toward an overall decrease of
agricultural areas in favor of an increase in forest and seminatural
vegetation areas (SI Appendix, Fig. S1A). The annual crops and
managed pasture are estimated to decrease globally by ca. 0.9 and 2.7
million km2 (equal to −2.9 and −2.4 Pg yr−1 of soil erosion, re-
spectively) under the SSP1-RCP2.6 scenario, whereas the permanent
crops follow a different trend with a potential increase estimated at
1.3 million km2 (+0.2 Pg yr−1). This scenario indicates a possible
reduction of the share of soil erosion in agricultural land from ∼54%
in 2015 to ∼48% in 2070. By contrast, the share of soil erosion in
agricultural land increases to 56% and 59% under the MESSAGE-
GLOBIOM SSP2-RCP4.5 and REMIND-MAGPIE SSP5-RCP8.5
scenarios, respectively. The MESSAGE-GLOBIOM SSP2-RCP4.5
is a low stabilization scenario that stabilized radiative forcing at
4.5 W/m2 (∼650 ppm CO2-equivalent) before 2100. Under the SSP2-
RCP4.5 scenario, soil erosion by water would experience a slightly
increased estimate at +2% (global soil erosion equal to 43.9+9.1−6.8),
mostly driven by the expansion of annual crops estimated at 2.1
million km2 (+2.6 Pg yr−1). This increase is partially compensated
for by the resulting contraction of the managed pasture (−1.2 Pg
yr−1) and nonagricultural lands (−0.5 Pg yr−1). Geographically, the
SSP2-RCP4.5 shows some mixed trends (SI Appendix, Fig. S1B).

A B

C D

Fig. 1. Soil erosion estimates predicted through the GloSEM. (A) illustrates the soil erosion rates divided into seven classes according to the European Soil
Bureau classification. (B–D) illustrate changes of the annual average soil erosion between 2015 and 2070 for three distinct RCP greenhouse gas trajectories.
The changes exclusively refer to effects of land use change. For these simulations, the climate of the year 2015 have been employed. (B–D) share the
same legend.
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Les scénarios du futur suggèrent que les 
développements socio-économiques ayant un 
impact sur l'utilisation des terres diminueront 
(SSP1-RCP2,6–10%) ou augmenteront (SSP2-
RCP4,5 + 2%, SSP5-RCP8,5 + 10%) l'érosion 
hydrique d'ici 2070. 
Les projections climatiques, pour tous les 
scénarios de dynamique globale, indiquent 
une tendance, allant vers un cycle 
hydrologique plus vigoureux, qui pourrait 
accroître l'érosion hydrique mondiale (+30 à + 
66%). 
En acceptant certains degrés d'incertitude, les 
résultats fournissent des indications sur la 
façon dont le développement socio-
économique futur affectera l'érosion des sols 
par l’eau. 
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FOREST ECOLOGY

Forest microclimate dynamics drive plant responses
to warming
Florian Zellweger1,2*†, Pieter De Frenne3†, Jonathan Lenoir4, Pieter Vangansbeke3, Kris Verheyen3,
Markus Bernhardt-Römermann5, Lander Baeten3, Radim Hédl6,7, Imre Berki8, Jörg Brunet9,
Hans Van Calster10, Markéta Chudomelová6, Guillaume Decocq4, Thomas Dirnböck11, Tomasz Durak12,
Thilo Heinken13, Bogdan Jaroszewicz14, Martin Kopecký15,16, František Máliš17,18, Martin Macek15,
Marek Malicki19, Tobias Naaf20, Thomas A. Nagel21, Adrienne Ortmann-Ajkai22, Petr Petřík15,
Remigiusz Pielech23, Kamila Reczyńska19, Wolfgang Schmidt24, Tibor Standovár25,
Krzysztof Świerkosz26, Balázs Teleki27, Ondřej Vild6, Monika Wulf20, David Coomes1*

Climate warming is causing a shift in biological communities in favor of warm-affinity species (i.e.,
thermophilization). Species responses often lag behind climate warming, but the reasons for such
lags remain largely unknown. Here, we analyzed multidecadal understory microclimate dynamics in
European forests and show that thermophilization and the climatic lag in forest plant communities are
primarily controlled by microclimate. Increasing tree canopy cover reduces warming rates inside forests,
but loss of canopy cover leads to increased local heat that exacerbates the disequilibrium between
community responses and climate change. Reciprocal effects between plants and microclimates are key
to understanding the response of forest biodiversity and functioning to climate and land-use changes.

C
limate warming is having profound
effects on ecological processes and
biodiversity—and thus on ecosystem
functioning and humanwell-being (1–4).
Our knowledge and predictions about

biotic responses to anthropogenic climate
warming are largely based on air temper-
ature data measured at official meteorological
stations, which record free-air (macroclimate)
temperature in open areas at 1.2 to 2 m above
short grass (5, 6). However, most organisms
on Earth experience temperature conditions
that differ from the macroclimate, mainly be-
cause the topography and vegetation create
heterogeneous microclimates near the ground
through interception of solar radiation, air
mixing, and evapotranspiration (7, 8). Local
microclimates may explain why responses of
biological communities and ecosystem pro-
cesses are often partially uncoupled from
macroclimate warming (6, 9–14).
Range shifts toward higher latitudes and

elevations are now commonly observed for
many species and systems as organisms shift
their geographical distributions to track their
thermal requirements (15). With rising tem-

peratures at a location, the presence or abun-
dance of species adapted to higher temperatures
is therefore expected to increase, whereas spe-
cies adapted to lower temperatures may de-
cline and eventually become excluded. Such
directional shifts in community composition
in favor of warm-affinity species are referred
to as “thermophilization,” a phenomenon that
is increasingly documented in terrestrial and
marine plants and animals (12–14, 16, 17).
However, the thermophilization rate of many
biological communities is not keeping pace
with the velocity of contemporary macro-
climate change (18, 19), leading to a climatic
lag or debt in community responses to macro-
climate warming (10–13). Climatic debt ef-
fects may be the inevitable consequence of
habitat fragmentation, slow dispersal, and
long life spans (20), but the magnitude of the
climatic debt may also be affected by differ-
ent warming rates of localized microclimates.
We know very little about how microclimates
have changed over time, and it is unclear how
any such change has modulated the tempo-
ral thermophilization rate and climatic debt
observed in plant and animal communities

(12–14, 17). Effects of changes in vegetation cover
on microclimates near the ground could have
either accelerated or counteracted the effects of
macroclimate warming on biological communi-
ties, but a long-term, large-scale, and multitaxa
assessment of these effects is currently missing.
Microclimates are perhaps nowhere more

evident than in forests, owing to their three-
dimensional canopy structure that drives shad-
ing, airmixing, and evapotranspirative cooling
(7, 21). The tree canopy buffers forest floor tem-
peratures against extreme heat (9), and this
buffering capacity constantly changes with
tree species, growth, and mortality, leading to
highly dynamic microclimates across space
and over time (22). Accounting for changes in
canopy cover and the associated microclimate
dynamics is therefore important to better un-
derstand the response of forest biodiversity to
climate change. Here, we provide multidecadal
evidence of forest subcanopy temperature
changes, enabling the comparison between
anthropogenic climate change, as measured
by weather stations (macroclimate), and for-
est microclimate dynamics triggered by can-
opy cover changes over time. To this end, we
combined subcanopy temperature measure-
ments in 100 forest stands in temperate for-
est in Europe with 2955 permanent vegetation
plots from 56 regions, where each plot has
been resurveyed over a period of 12 to 66 years
(23) (Fig. 1A and fig. S1). Using a continental-
scale analysis of forest microclimates based on
in situ empirical temperature and canopy cover
data, we then predict changes in understory
temperature during the growing season, build-
ingupon the relationship between canopy cover
and the buffering of macroclimate temper-
atures (21) (Fig. 1, B and C).
We found that temporal changes in canopy

cover varied greatly across the 56 European
regions studied, ranging from –110% (significant
canopy opening) to +113% (strong densification
of the canopy) (1st and 99th percentile of
distribution, respectively), with a mean can-
opy cover change not significantly different
from zero (+2.6%; mixed-effects models P =
0.426; fig. S3). To predict how the micro-
climate in the understory of each plot had
changed between the baseline survey and
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resurvey, we applied a previously published
statistical model to estimate temperature buf-
fering as a function of canopy cover (21, 23)
(fig. S2). The predicted maximum tempera-
tures in the forest understories have signif-
icantly increased over the past decades, with
mean (±SEM) rates of 0.40 ± 0.04 and 0.38 ±
0.03°C per decade for micro- and macrocli-
mate warming, respectively (both estimates
of warming rates are based on mixed-effects
models: P < 0.001). However, the rate of micro-
climate change was 45% more variable (1st
and 99th percentiles: –0.32 to 1.36°C per dec-
ade) than the rate of macroclimate change (1st
and 99th percentiles: –0.08 to 1.08°C per decade)
(fig. S4). The rate of macroclimate change was
significantly (P < 0.001) related to the rate of
microclimate change but left 48% of the total
variation in microclimate change unexplained
(slope: 1.05, R2 = 0.52, P < 0.001) (Fig. 1C).
To quantify the thermophilization, we in-

ferred the thermal affinity for each vascular
plant species present in our dataset from its
current distribution ranges. Using these species-
specific temperature affinity values, we calculated
the rate of change in the community-basedmax-
imum temperature affinity values between the
resurvey and baseline survey (14, 23) (fig. S6).
We expected changes in maximum temper-
ature affinity values to be most closely related
to changes in micro- and macroclimate max-
imum temperatures during the growing season
(23). This biotic reconstruction of temperature
changes based on the observed changes in the

composition of species assemblages has been
widely used to assess community-level cli-
mate change impacts in a variety of terrestrial
and marine taxa (12–14, 16). The resulting ther-
mophilization rates across the 2955 perma-
nent plots ranged from –0.84 to 1.05°C per
decade, with a mean (±SEM) of 0.01 ± 0.01°C
[which was not significantly different from
zero (P = 0.09) (23)]. The thermophilization
rate of forest understory vegetation was
positively linked to the rate of microclimate
warming [scaled slope estimate: 0.02, 95th
confidence interval (CI): 0.01 to 0.03, P <
0.001] but not to macroclimate warming
(scaled slope estimate: –0.002, CI: –0.01 to
0.01, P = 0.70) (Fig. 2).

To quantify how forest microclimate af-
fected the observed climatic debt accumu-
lated by a plant community in a given plot,
we subtracted the thermophilization rate
(DTplant) per unit of time (Dt) from the rate
of microclimate change (DTmicro) per unit of
time [i.e., microclimate debt: (DTmicro/Dt) –
(DTplant/Dt)] and from macroclimate change
(DTmacro) per unit of time [i.e., macroclimate
debt: (DTmacro/Dt) – (DTplant/Dt)] in each focal
plot. Despite very similar means (±SEM) for
the microclimatic debt (0.38 ± 0.04°C per
decade) and macroclimatic debt (0.37 ± 0.04°C
per decade), the climatic debts calculated using
macroclimate data underrepresent the varia-
bility in microclimatic debt (fig. S7). We found
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Fig. 1. Forest microclimate change after canopy cover changes over time
is considerably more variable than macroclimate change. (A) Distribution
of the 2955 resurveyed forest plots (black dots) in 56 regions (purple
circles, scaled to the number of plots as indicated at the top right) across the
temperate forest biome (green area) in Europe. We representatively sampled
microclimate temperature in 100 forest stands, i.e., in 10 stands in each
of 10 regions (black circles; effective n = 96) to estimate the maximum
(macroclimate) temperature buffering during the growing season as a function
of canopy cover (23) (fig. S2). (B) Schematic overview of the method used to
approximate microclimate change in the forest understory. In this example,
canopy cover at the time of the baseline survey was higher than that during
the resurvey, resulting in a decrease in macroclimate temperature buffering
from 2 to 1°C, which in turn led to a relatively larger increase in microclimate

warming (20 to 23°C) compared with macroclimate warming (22 to 24°C). The
relationship between canopy cover and the buffering of maximum macro-
climate temperature was empirically assessed across the study area (fig. S2)
(21). (C) Rate of macroclimate change plotted against the rate of microclimate
change, with the black bisecting line representing the 1:1 relationship. Micro-
and macroclimate have both significantly warmed (see text for statistical
results). The distributions of values in the rates of micro- and macroclimate
change are indicated by gray shading on each axis. Microclimate change rates
are 45% more variable than macroclimate change rates, and macroclimate
change rates only accounted for about half of the variation in microclimate
change rates, as indicated by the marginal (conditional) R2 value of 0.52 (0.69).
All statistical results are based on mixed-effects models with region as a
random-effect (intercept) term.

Fig. 2. Thermophilization in
forest understory plant
communities is related to
microclimate change, not to
macroclimate change. Ther-
mophilization rates increase
with increasing microclimate
warming of maximum tem-
peratures during the growing
season (Tmax), as shown by
the regression slope and 95%
CIs for microclimate. The
thermophilization rate was not
statistically related to the rate
of macroclimate warming
(see text for statistical results).
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resurvey, we applied a previously published
statistical model to estimate temperature buf-
fering as a function of canopy cover (21, 23)
(fig. S2). The predicted maximum tempera-
tures in the forest understories have signif-
icantly increased over the past decades, with
mean (±SEM) rates of 0.40 ± 0.04 and 0.38 ±
0.03°C per decade for micro- and macrocli-
mate warming, respectively (both estimates
of warming rates are based on mixed-effects
models: P < 0.001). However, the rate of micro-
climate change was 45% more variable (1st
and 99th percentiles: –0.32 to 1.36°C per dec-
ade) than the rate of macroclimate change (1st
and 99th percentiles: –0.08 to 1.08°C per decade)
(fig. S4). The rate of macroclimate change was
significantly (P < 0.001) related to the rate of
microclimate change but left 48% of the total
variation in microclimate change unexplained
(slope: 1.05, R2 = 0.52, P < 0.001) (Fig. 1C).
To quantify the thermophilization, we in-

ferred the thermal affinity for each vascular
plant species present in our dataset from its
current distribution ranges. Using these species-
specific temperature affinity values, we calculated
the rate of change in the community-basedmax-
imum temperature affinity values between the
resurvey and baseline survey (14, 23) (fig. S6).
We expected changes in maximum temper-
ature affinity values to be most closely related
to changes in micro- and macroclimate max-
imum temperatures during the growing season
(23). This biotic reconstruction of temperature
changes based on the observed changes in the

composition of species assemblages has been
widely used to assess community-level cli-
mate change impacts in a variety of terrestrial
and marine taxa (12–14, 16). The resulting ther-
mophilization rates across the 2955 perma-
nent plots ranged from –0.84 to 1.05°C per
decade, with a mean (±SEM) of 0.01 ± 0.01°C
[which was not significantly different from
zero (P = 0.09) (23)]. The thermophilization
rate of forest understory vegetation was
positively linked to the rate of microclimate
warming [scaled slope estimate: 0.02, 95th
confidence interval (CI): 0.01 to 0.03, P <
0.001] but not to macroclimate warming
(scaled slope estimate: –0.002, CI: –0.01 to
0.01, P = 0.70) (Fig. 2).

To quantify how forest microclimate af-
fected the observed climatic debt accumu-
lated by a plant community in a given plot,
we subtracted the thermophilization rate
(DTplant) per unit of time (Dt) from the rate
of microclimate change (DTmicro) per unit of
time [i.e., microclimate debt: (DTmicro/Dt) –
(DTplant/Dt)] and from macroclimate change
(DTmacro) per unit of time [i.e., macroclimate
debt: (DTmacro/Dt) – (DTplant/Dt)] in each focal
plot. Despite very similar means (±SEM) for
the microclimatic debt (0.38 ± 0.04°C per
decade) and macroclimatic debt (0.37 ± 0.04°C
per decade), the climatic debts calculated using
macroclimate data underrepresent the varia-
bility in microclimatic debt (fig. S7). We found
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Fig. 1. Forest microclimate change after canopy cover changes over time
is considerably more variable than macroclimate change. (A) Distribution
of the 2955 resurveyed forest plots (black dots) in 56 regions (purple
circles, scaled to the number of plots as indicated at the top right) across the
temperate forest biome (green area) in Europe. We representatively sampled
microclimate temperature in 100 forest stands, i.e., in 10 stands in each
of 10 regions (black circles; effective n = 96) to estimate the maximum
(macroclimate) temperature buffering during the growing season as a function
of canopy cover (23) (fig. S2). (B) Schematic overview of the method used to
approximate microclimate change in the forest understory. In this example,
canopy cover at the time of the baseline survey was higher than that during
the resurvey, resulting in a decrease in macroclimate temperature buffering
from 2 to 1°C, which in turn led to a relatively larger increase in microclimate

warming (20 to 23°C) compared with macroclimate warming (22 to 24°C). The
relationship between canopy cover and the buffering of maximum macro-
climate temperature was empirically assessed across the study area (fig. S2)
(21). (C) Rate of macroclimate change plotted against the rate of microclimate
change, with the black bisecting line representing the 1:1 relationship. Micro-
and macroclimate have both significantly warmed (see text for statistical
results). The distributions of values in the rates of micro- and macroclimate
change are indicated by gray shading on each axis. Microclimate change rates
are 45% more variable than macroclimate change rates, and macroclimate
change rates only accounted for about half of the variation in microclimate
change rates, as indicated by the marginal (conditional) R2 value of 0.52 (0.69).
All statistical results are based on mixed-effects models with region as a
random-effect (intercept) term.

Fig. 2. Thermophilization in
forest understory plant
communities is related to
microclimate change, not to
macroclimate change. Ther-
mophilization rates increase
with increasing microclimate
warming of maximum tem-
peratures during the growing
season (Tmax), as shown by
the regression slope and 95%
CIs for microclimate. The
thermophilization rate was not
statistically related to the rate
of macroclimate warming
(see text for statistical results).
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TROPICAL FOREST

Long-term thermal sensitivity of Earth’s tropical forests
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The sensitivity of tropical forest carbon to climate is a key uncertainty in predicting global climate change. Although short-term drying and warming are
known to affect forests, it is unknown if such effects translate into long-term responses. Here, we analyze 590 permanent plots measured across the tropics
to derive the equilibrium climate controls on forest carbon. Maximum temperature is the most important predictor of aboveground biomass (−9.1 megagrams
of carbon per hectare per degree Celsius), primarily by reducing woody productivity, and has a greater impact per °C in the hottest forests (>32.2°C). Our
results nevertheless reveal greater thermal resilience than observations of short-term variation imply. To realize the long-term climate adaptation potential
of tropical forests requires both protecting them and stabilizing Earth’s climate.

T
he response of tropical terrestrial car-
bon to environmental change is a crit-
ical component of global climate models
(1). Land-atmosphere feedbacks depend
on the balance of positive biomass growth

stimulation by CO2 fertilization (i.e., b) and
negative responses to warmer temperatures
and any change in precipitation (i.e., g). Yet
the climate response is so poorly constrained
that it remains one of the largest uncertainties
in Earth system models (2, 3), with the tem-
perature sensitivity of tropical land carbon

stocks alone differing by >100 Pg C °C−1 among
models (2). Such uncertainty impedes our
understanding of the global carbon cycle, lim-
iting our ability to simulate the future of the
Earth systemunder different long-term climate
mitigation strategies. A critical long-term con-
trol on tropical land-atmosphere feedbacks is
the sensitivity to climate of tropical forests (a
key component of g), where about 40% of the
world’s vegetation carbon resides (4).
The sensitivity to environmental change

of tropical biomass carbon stocks, rates of
production, and the persistence of fixed carbon
can all be estimated by relating their short-term
and interannual responses to variation in climate
(5–7). These sensitivities are then used to con-

strain longer-term projections of climate re-
sponses (2). Such approaches typically find that
higher minimum temperatures are strongly as-
sociated with slower tree growth and reduced
forest carbon stocks, likely owing to increased
respiration at higher temperatures (7–9). Trop-
ical forest carbon is also sensitive to precipita-
tion (10), with, for example, increased tree
mortality occurring during drought events (11).
Yet the sensitivity of ecosystems to inter-

annual fluctuations may be an unreliable guide
to their longer-term responses to climate change.
Such responses will also be influenced by
physiological acclimation (12), changes in dem-
ographic rates (13), and shifts in species com-
position (14). For example, both respiration
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negative responses to warmer temperatures
and any change in precipitation (i.e., g). Yet
the climate response is so poorly constrained
that it remains one of the largest uncertainties
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stocks alone differing by >100 Pg C °C−1 among
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understanding of the global carbon cycle, lim-
iting our ability to simulate the future of the
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trol on tropical land-atmosphere feedbacks is
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key component of g), where about 40% of the
world’s vegetation carbon resides (4).
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production, and the persistence of fixed carbon
can all be estimated by relating their short-term
and interannual responses to variation in climate
(5–7). These sensitivities are then used to con-

strain longer-term projections of climate re-
sponses (2). Such approaches typically find that
higher minimum temperatures are strongly as-
sociated with slower tree growth and reduced
forest carbon stocks, likely owing to increased
respiration at higher temperatures (7–9). Trop-
ical forest carbon is also sensitive to precipita-
tion (10), with, for example, increased tree
mortality occurring during drought events (11).
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the thermal threshold—a maximum tem-
perature of 32.2°C—where larger long-term
reductions in biomass are expected (fig. S14).
Of course, growth stimulation by carbon di-
oxide (31) will partially or wholly offset the
effect of this temperature increase, depend-
ing on both the level of atmospheric carbon
dioxide that limits warming to 2°C above pre-
industrial levels and the fertilization effect of
this carbon dioxide on tropical trees. Although

CO2 fertilization will reduce temperature-
induced carbon losses from biomass across
the tropics (table S3), our analysis indicates
that CO2 fertilization will not completely off-
set long-term temperature-induced carbon
losses within Amazonia (fig. S15), consistent
with a recent decadal-scale analysis of inven-
tory data (32).
The long-term climate sensitivities derived

from our pantropical field measurements

incorporate ecophysiological and ecological
adaptation and so provide an estimate of the
long-term, quasi-equilibrium response of trop-
ical vegetation to climate. This thermal adap-
tation potential may not be fully realized in
future responses because (i) the speed of tem-
perature rises may exceed species’ adaptive
capabilities, (ii) habitat fragmentation may
limit species’ ability to track changes in the
environment, and (iii) other human impacts
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Fig. 4. Long-term change in carbon stocks due to temperature effects alone for global surface air temperature warming of 2°C. Maps show the predicted
absolute and relative change in tropical forest carbon stocks. Parts of the biome become warmer than observed now in our dataset (fig. S14). See fig. S12 for
predictions using alternative carbon reference maps. Predictions are based on temperature alone and do not include precipitation changes (for which future patterns of
change are uncertain) or moderation by increased CO2. (See fig. S15 for analysis incorporating this.)
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Fig. 3. Temperature effects on tropical forest carbon stocks, carbon gains,
and carbon residence time. Black lines show the best pantropical relationships
accounting for environmental covariates. The gray line additionally shows the linear
pantropical relationship for carbon stocks. Colored lines show bivariate relationships
within each continent, as identified in the legend. Statistically significant relationships
are shown with solid lines; nonsignificant relationships are shown with dashed lines.
The y axis is on a log scale. Symbol point size is proportional to weights used in model

fitting based on plot size and monitoring length; see supplementary materials and
methods. For stocks and gains, linear and breakpoint pantropical relationships are all
statistically significant (P < 0.001) as are better-sampled continents. For carbon
residence time, relationships with temperature are nonsignificant (ns), but there is a
statistically significant interaction between maximum temperature and precipitation
in the driest quarter (fig. S6). Relationships with other variables are shown in figs. S8 to
S10. ***P < 0.001; **P < 0.01; *P < 0.05; ns, P ≥ 0.05.
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La sensibilité du carbone des forêts tropicales au climat est une 
incertitude clé dans la prévision du changement climatique 
mondial. Si l'assèchement et le réchauffement à court terme sont 
connus pour affecter les forêts, on ne sait pas si ces effets se 
traduisent par des réponses à long terme. 
La température maximale est le prédicteur le plus important de 
la biomasse aérienne, principalement en réduisant la productivité 
ligneuse, et a un plus grand impact par ° C dans les forêts les plus 
chaudes (> 32,2 ° C). Les résultats révèlent néanmoins une plus 
grande résilience thermique que les observations de variations à 
court terme ne l'impliquent. Pour réaliser le potentiel 
d’adaptation climatique à long terme des forêts tropicales, il faut 
à la fois les protéger et stabiliser le climat de la Terre.
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The sensitivity of tropical forest carbon to climate is a key uncertainty in predicting global climate change. Although short-term drying and warming are
known to affect forests, it is unknown if such effects translate into long-term responses. Here, we analyze 590 permanent plots measured across the tropics
to derive the equilibrium climate controls on forest carbon. Maximum temperature is the most important predictor of aboveground biomass (−9.1 megagrams
of carbon per hectare per degree Celsius), primarily by reducing woody productivity, and has a greater impact per °C in the hottest forests (>32.2°C). Our
results nevertheless reveal greater thermal resilience than observations of short-term variation imply. To realize the long-term climate adaptation potential
of tropical forests requires both protecting them and stabilizing Earth’s climate.
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negative responses to warmer temperatures
and any change in precipitation (i.e., g). Yet
the climate response is so poorly constrained
that it remains one of the largest uncertainties
in Earth system models (2, 3), with the tem-
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stocks alone differing by >100 Pg C °C−1 among
models (2). Such uncertainty impedes our
understanding of the global carbon cycle, lim-
iting our ability to simulate the future of the
Earth systemunder different long-term climate
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the sensitivity to climate of tropical forests (a
key component of g), where about 40% of the
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production, and the persistence of fixed carbon
can all be estimated by relating their short-term
and interannual responses to variation in climate
(5–7). These sensitivities are then used to con-

strain longer-term projections of climate re-
sponses (2). Such approaches typically find that
higher minimum temperatures are strongly as-
sociated with slower tree growth and reduced
forest carbon stocks, likely owing to increased
respiration at higher temperatures (7–9). Trop-
ical forest carbon is also sensitive to precipita-
tion (10), with, for example, increased tree
mortality occurring during drought events (11).
Yet the sensitivity of ecosystems to inter-

annual fluctuations may be an unreliable guide
to their longer-term responses to climate change.
Such responses will also be influenced by
physiological acclimation (12), changes in dem-
ographic rates (13), and shifts in species com-
position (14). For example, both respiration
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Our study reveals a hitherto overlooked ecological threat of
climate change. Studies of warming events in the ocean have
typically focused on the events’ maximum temperature and dura-
tion as the cause of devastating disturbances in coral reefs, kelp
forests, and rocky shores. In this study, however, we found that
the rate of onset (Ronset), rather than the peak, was the likely trig-
ger of mass mortality of coral reef fishes in the Red Sea. Following
a steep rise in water temperature (4.2 °C in 2.5 d), thermally
stressed fish belonging to dozens of species became fatally in-
fected by Streptococcus iniae. Piscivores and benthivores were dis-
proportionately impacted whereas zooplanktivores were spared.
Mortality rates peaked 2 wk later, coinciding with a second warm-
ing event with extreme Ronset. The epizootic lasted ∼2 mo, extend-
ing beyond the warming events through the consumption of
pathogen-laden carcasses by uninfected fish. The warming was
widespread, with an evident decline in wind speed, barometric
pressure, and latent heat flux. A reassessment of past reports sug-
gests that steep Ronset was also the probable trigger of mass mor-
talities of wild fish elsewhere. If the ongoing increase in the
frequency and intensity of marine heat waves is associated with
a corresponding increase in the frequency of extreme Ronset, ca-
lamities inflicted on coral reefs by the warming oceans may extend
far beyond coral bleaching.

epizootic | warming rate | Streptococcus | heat flux | Red Sea

Marine heat waves (MHWs) and heat spikes—a prolonged
discrete event with anomalously warm water (1)—have

become more frequent as the global ocean warms (2, 3). Some of
those events have triggered profound changes in marine com-
munities, among them a catastrophic, world-wide degradation of
coral reefs due to bleaching (4, 5), a tropicalization of benthic
communities along the coast of Western Australia (6, 7), and a
devastation of the gorgonian-dominated community along the
northeast coast of the Mediterranean Sea (8, 9). In most cases,
widespread mortalities that preceded those changes affected
nonmotile organisms, such as stony corals, gorgonians, seaweeds,
mollusks, and sponges (4, 5, 7–9). Unlike motile animals that can
escape warming events by descending to deeper water (10, 11),
sedentary organisms lack the ability to move away. In the few
cases where the mortality of wild fish was attributed to MHWs,
either the warming conditions were not substantiated with
measurements (12–14), the trigger of mortality remained unclear
(6, 15), or other factors, such as toxic algal bloom (13, 14) or
hypoxia (16), turned out to be the cause of death. As shown below, an
anomalous rate of onset (Ronset), defined as the rate of warming at the start
of a warming event (1), can be a trigger for widespread mortality of reef
fish. Note that our definition of Ronset refers to the maximum rate of
warming observed during the course of warming, not necessarily the one
endingwith the event’smaximum temperature, as defined byHobday et al.
(1). Mass mortalities of cultured fish following an abrupt rise in temper-
ature are common among farmed fish as they are enclosed in cages or
ponds from which they cannot escape (12, 13, 17, 18). Aside from cases of
hypoxia, a ubiquitous cause of death of farmed fish following abrupt

warming has been bacterial infection (12, 13, 19, 20). Evidently, crowding
and enclosure facilitate pathogen transmission while preventing escape. In
accordance with this dichotomy between farmed and wild fish, the com-
mon understanding is that the effect of global warming on the latter will be
gradual, emerging through long-term physiological changes, alterations in
habitat structures, and modified productivity and trophic pathways (7,
21–25). A review of 727 events of mass mortalities of wild animals during
the past ∼75 y (26) found that over half of the documented cases of mass
mortality events in wild fish followed incidents of cooling whereas events
related to hot thermal stress in fish started to appear only in the 1980s.
Along that line, a recent compilation of opinions, in which 33 experts listed
crucial knowledge gaps in our understanding of the impacts of climate
change on coral reef fishes (27), did not even considermassmortalities as a
consequence of warming. Here, we challenge those views, showing how
warming events with high Ronset threaten the survival and sustainable
functioning of fish communities in coral reefs.

Results and Discussion
A warming event with an unprecedented Ronset (4.2 °C rise of sea
surface temperature [SST] in 2.5 d) (Fig. 1A) occurred over the
coral reefs of Eilat, northern Red Sea, in early July 2017. This
outstanding Ronset was the steepest recorded since daily mea-
surements started 32 y ago (Fig. 1 C and D). A second event of
warming with extreme Ronset occurred 2 wk later (14 to 16 July)

Significance

Our study reveals a hitherto overlooked effect of warming on
coral reefs. Traditionally, ecological studies of warming events
focused on maximum temperatures and duration, rather than
the rate of warming at the onset. Here, we show that onsets
can trigger widespread mortality of reef fish. Hundreds of
thermally stressed fish, belonging to dozens of species, became
fatally infected with a common pathogen in the Red Sea. Dif-
ferential susceptibility led to selective mortality, with dispro-
portional death among predators and benthic feeders. A
reassessment of past reports suggests that extreme onset
might have been an overlooked trigger of fish kills elsewhere.
Warming tropical and subtropical reefs may face an increasing
frequency of extreme onsets, eliciting calamities far beyond
coral bleaching.
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Our study reveals a hitherto overlooked ecological threat of
climate change. Studies of warming events in the ocean have
typically focused on the events’ maximum temperature and dura-
tion as the cause of devastating disturbances in coral reefs, kelp
forests, and rocky shores. In this study, however, we found that
the rate of onset (Ronset), rather than the peak, was the likely trig-
ger of mass mortality of coral reef fishes in the Red Sea. Following
a steep rise in water temperature (4.2 °C in 2.5 d), thermally
stressed fish belonging to dozens of species became fatally in-
fected by Streptococcus iniae. Piscivores and benthivores were dis-
proportionately impacted whereas zooplanktivores were spared.
Mortality rates peaked 2 wk later, coinciding with a second warm-
ing event with extreme Ronset. The epizootic lasted ∼2 mo, extend-
ing beyond the warming events through the consumption of
pathogen-laden carcasses by uninfected fish. The warming was
widespread, with an evident decline in wind speed, barometric
pressure, and latent heat flux. A reassessment of past reports sug-
gests that steep Ronset was also the probable trigger of mass mor-
talities of wild fish elsewhere. If the ongoing increase in the
frequency and intensity of marine heat waves is associated with
a corresponding increase in the frequency of extreme Ronset, ca-
lamities inflicted on coral reefs by the warming oceans may extend
far beyond coral bleaching.
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discrete event with anomalously warm water (1)—have

become more frequent as the global ocean warms (2, 3). Some of
those events have triggered profound changes in marine com-
munities, among them a catastrophic, world-wide degradation of
coral reefs due to bleaching (4, 5), a tropicalization of benthic
communities along the coast of Western Australia (6, 7), and a
devastation of the gorgonian-dominated community along the
northeast coast of the Mediterranean Sea (8, 9). In most cases,
widespread mortalities that preceded those changes affected
nonmotile organisms, such as stony corals, gorgonians, seaweeds,
mollusks, and sponges (4, 5, 7–9). Unlike motile animals that can
escape warming events by descending to deeper water (10, 11),
sedentary organisms lack the ability to move away. In the few
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either the warming conditions were not substantiated with
measurements (12–14), the trigger of mortality remained unclear
(6, 15), or other factors, such as toxic algal bloom (13, 14) or
hypoxia (16), turned out to be the cause of death. As shown below, an
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warming observed during the course of warming, not necessarily the one
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and enclosure facilitate pathogen transmission while preventing escape. In
accordance with this dichotomy between farmed and wild fish, the com-
mon understanding is that the effect of global warming on the latter will be
gradual, emerging through long-term physiological changes, alterations in
habitat structures, and modified productivity and trophic pathways (7,
21–25). A review of 727 events of mass mortalities of wild animals during
the past ∼75 y (26) found that over half of the documented cases of mass
mortality events in wild fish followed incidents of cooling whereas events
related to hot thermal stress in fish started to appear only in the 1980s.
Along that line, a recent compilation of opinions, in which 33 experts listed
crucial knowledge gaps in our understanding of the impacts of climate
change on coral reef fishes (27), did not even considermassmortalities as a
consequence of warming. Here, we challenge those views, showing how
warming events with high Ronset threaten the survival and sustainable
functioning of fish communities in coral reefs.

Results and Discussion
A warming event with an unprecedented Ronset (4.2 °C rise of sea
surface temperature [SST] in 2.5 d) (Fig. 1A) occurred over the
coral reefs of Eilat, northern Red Sea, in early July 2017. This
outstanding Ronset was the steepest recorded since daily mea-
surements started 32 y ago (Fig. 1 C and D). A second event of
warming with extreme Ronset occurred 2 wk later (14 to 16 July)
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Our study reveals a hitherto overlooked effect of warming on
coral reefs. Traditionally, ecological studies of warming events
focused on maximum temperatures and duration, rather than
the rate of warming at the onset. Here, we show that onsets
can trigger widespread mortality of reef fish. Hundreds of
thermally stressed fish, belonging to dozens of species, became
fatally infected with a common pathogen in the Red Sea. Dif-
ferential susceptibility led to selective mortality, with dispro-
portional death among predators and benthic feeders. A
reassessment of past reports suggests that extreme onset
might have been an overlooked trigger of fish kills elsewhere.
Warming tropical and subtropical reefs may face an increasing
frequency of extreme onsets, eliciting calamities far beyond
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TROPHIC CASCADES

Keystone predators govern the pathway and pace of
climate impacts in a subarctic marine ecosystem
Douglas B. Rasher1*, Robert S. Steneck2, Jochen Halfar3, Kristy J. Kroeker4, Justin B. Ries5,
M. Tim Tinker4,6, Phoebe T. W. Chan3,7, Jan Fietzke8, Nicholas A. Kamenos9, Brenda H. Konar10,
Jonathan S. Lefcheck11, Christopher J. D. Norley12, Benjamin P. Weitzman10,13,
Isaac T. Westfield5, James A. Estes4

Predator loss and climate change are hallmarks of the Anthropocene yet their interactive effects are
largely unknown. Here, we show that massive calcareous reefs, built slowly by the alga Clathromorphum
nereostratum over centuries to millennia, are now declining because of the emerging interplay
between these two processes. Such reefs, the structural base of Aleutian kelp forests, are rapidly
eroding because of overgrazing by herbivores. Historical reconstructions and experiments reveal that
overgrazing was initiated by the loss of sea otters, Enhydra lutris (which gave rise to herbivores
capable of causing bioerosion), and then accelerated with ocean warming and acidification (which
increased per capita lethal grazing by 34 to 60% compared with preindustrial times). Thus, keystone
predators can mediate the ways in which climate effects emerge in nature and the pace with
which they alter ecosystems.

P
redator loss and climate change are
defining features of the Anthropocene
(1–6). However, these processes have
mostly been explored independently
even in well-studied ocean ecosystems

where the impacts of predator loss and climate
change are both pronounced (5, 7). Because the
interplay between these processes and their
combined impacts are largely unknown, our
ability to predict the mode and pace of eco-
system change in the Anthropocene is limited.
Here, we address this limitation by reveal-
ing how keystone predator loss and climate
change are together reshaping kelp forests
of the remote Aleutian archipelago (8, 9)
(Fig. 1A).
Aleutian kelp forests are built upon a vast

framework ofClathromorphumnereostratum,
a long-lived red alga that forms massive lime-
stone structures covering 50 to 100% of the
shallow seafloor (Fig. 1B). These living reefs,
assembled slowly (~0.35mmof vertical growth/
year) over centuries to millennia (10), serve
as a habitat to many other species (11). They
dominate the seafloor when kelp forests pre-
vail (12) and have persisted through recent

centuries when this ecosystemwas deforested
by herbivores, principally because the alga’s
calcified morphology makes it especially re-
sistant to grazing (13). Like tropical corals (14),
however, this calcifying reef builder may be
especially sensitive to climate-induced changes
in seawater temperature and acidity (15), and
the alga’s skeleton indeed appears to have
weakened in recent decades (16). Moreover,
sea otters (Enhydra lutris), which maintain
Aleutian kelp forests through a trophic cas-
cade (8), have rapidly disappeared from south-
west Alaska over the past 30 years (table S1)
perhaps because of increased predation by
killer whales (9), which ostensibly shifted their
diet in response to industrial whaling (17).
With this collapse, the sea otter’s main prey,
the herbivorous sea urchin Strongylocentrotus
polyacanthus, proliferated and denuded the
region of kelp (table S2).We thus hypothesized
that C. nereostratum reefs may now be suscep-
tible to rapid destruction through overgraz-
ing, given that (i) sea urchins, the system’s
onlymajor herbivore, are nowhyperabundant;
(ii) the alga’s skeleton weakened rapidly in the
early 2000s (16), which could have increased the
intensity (depth/bite) with which sea urchins
can graze (13) and thus the lethality of grazing
in recent time; and (iii) warming is postulated
to elevate herbivore grazing rates in the ocean
(18). To evaluate this hypothesis, we surveyed
multiple islands across >700 km of the archi-
pelago (Fig. 1A), quantifying the impacts of sea
urchin grazing on C. nereostratum from 2014
to 2017; reconstructed the history of sea urchin
grazing frequency onC. nereostratum (through
grazing scars archived in the alga’s skeleton)
and modeled the putative drivers of change
through time; andused controlled experiments
to isolate the manner and degree to which
present-day seawater conditions have altered

the net impacts of sea urchin grazing relative
to the preindustrial era.
Lethal grazing of C. nereostratum [i.e., re-

peated grazing of tissues to adepthof>0.25mm,
far below the regenerative cell layer (10, 13);
hereafter referred to as “bioerosion”] was se-
vere and widespread. At each study site in
2014, 40 to 85% of every colonywas bioeroded,
establishing that much of each colony had lost
its living tissue and in turn the capacity to gen-
erate new growth (Fig. 1C). Sea urchin grazing
scars were up to 2.5 mm deep (Fig. 1D), re-
vealing that up to 7 years of prior algal growth
(10) can be removed by a single sea urchin bite.
Destructive overgrazingwas further evidenced
by the presence of 40- to 60-mm-deep excava-
tion pits (Fig. 1E) and a relatively reduced algal
abundance (Fig. 1F) at Attu and the Semichi
Islands, suggesting that decades to centuries
of algal growth had already been lost in certain
places by 2014. After these observations, we
discovered that coralline algal abundance
(virtually all C. nereostratum) declined across
the archipelago during the next 3 years (Fig.
1F) (2014 versus 2017; 25 reefs among n = 6
islands, n = 4 to 6 sites/island; paired t test:
t = 6.178, df = 24; P < 0.0001) such that among
all 6 islands, reefs lost on average 24% (± 4 SE;
median: 17%) and up to 64% of their total cal-
cified reef framework over the 3-year period.
Althoughmarine heat waves occurred across
the North Pacific in 2014 and 2015 (19), they
did not produce local temperatures that would
trigger algal mortality (10). Overgrazing, but
not algal bleaching, was seen during each of
our annual surveys, indicating that the most
parsimonious driver of the observed reef de-
cline was intense bioerosion.
When sea otters are present at ecologically

effective densities (20) [six ormore individuals
per kilometer of coastline (21)], they greatly
suppress the size and abundance of sea urchins
in the ecosystem (8). The severe bioerosion of
C. nereostratum that we are now observing
(Fig. 1) is therefore at least partially caused
by the functional extinction of this keystone
predator (table S1) and the resultant prolifer-
ation of large sea urchins (tables S2 and S3),
the principal agents of bioerosion (fig. S1).
However, unlike in past centuries, when sea
otters went functionally extinct because of the
maritime fur trade (22), their recent popula-
tion collapse occurred in tandem with rapid
ocean warming and acidification due to rising
atmospheric PCO2 (23). This region has also
experienced several ocean heat waves during
recent decades (24), including in 2014 and 2015
(19). The lethal bioerosion that is currently un-
folding (Fig. 1) could thus be a function of the
interplay among trophic cascades, oceanwarm-
ing, andoceanacidification.We therefore sought
to establish how the process of bioerosion has
changed through time and to determine the
contributions of each putative driver to that
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nereostratum over centuries to millennia, are now declining because of the emerging interplay
between these two processes. Such reefs, the structural base of Aleutian kelp forests, are rapidly
eroding because of overgrazing by herbivores. Historical reconstructions and experiments reveal that
overgrazing was initiated by the loss of sea otters, Enhydra lutris (which gave rise to herbivores
capable of causing bioerosion), and then accelerated with ocean warming and acidification (which
increased per capita lethal grazing by 34 to 60% compared with preindustrial times). Thus, keystone
predators can mediate the ways in which climate effects emerge in nature and the pace with
which they alter ecosystems.
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redator loss and climate change are
defining features of the Anthropocene
(1–6). However, these processes have
mostly been explored independently
even in well-studied ocean ecosystems

where the impacts of predator loss and climate
change are both pronounced (5, 7). Because the
interplay between these processes and their
combined impacts are largely unknown, our
ability to predict the mode and pace of eco-
system change in the Anthropocene is limited.
Here, we address this limitation by reveal-
ing how keystone predator loss and climate
change are together reshaping kelp forests
of the remote Aleutian archipelago (8, 9)
(Fig. 1A).
Aleutian kelp forests are built upon a vast

framework ofClathromorphumnereostratum,
a long-lived red alga that forms massive lime-
stone structures covering 50 to 100% of the
shallow seafloor (Fig. 1B). These living reefs,
assembled slowly (~0.35mmof vertical growth/
year) over centuries to millennia (10), serve
as a habitat to many other species (11). They
dominate the seafloor when kelp forests pre-
vail (12) and have persisted through recent

centuries when this ecosystemwas deforested
by herbivores, principally because the alga’s
calcified morphology makes it especially re-
sistant to grazing (13). Like tropical corals (14),
however, this calcifying reef builder may be
especially sensitive to climate-induced changes
in seawater temperature and acidity (15), and
the alga’s skeleton indeed appears to have
weakened in recent decades (16). Moreover,
sea otters (Enhydra lutris), which maintain
Aleutian kelp forests through a trophic cas-
cade (8), have rapidly disappeared from south-
west Alaska over the past 30 years (table S1)
perhaps because of increased predation by
killer whales (9), which ostensibly shifted their
diet in response to industrial whaling (17).
With this collapse, the sea otter’s main prey,
the herbivorous sea urchin Strongylocentrotus
polyacanthus, proliferated and denuded the
region of kelp (table S2).We thus hypothesized
that C. nereostratum reefs may now be suscep-
tible to rapid destruction through overgraz-
ing, given that (i) sea urchins, the system’s
onlymajor herbivore, are nowhyperabundant;
(ii) the alga’s skeleton weakened rapidly in the
early 2000s (16), which could have increased the
intensity (depth/bite) with which sea urchins
can graze (13) and thus the lethality of grazing
in recent time; and (iii) warming is postulated
to elevate herbivore grazing rates in the ocean
(18). To evaluate this hypothesis, we surveyed
multiple islands across >700 km of the archi-
pelago (Fig. 1A), quantifying the impacts of sea
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grazing frequency onC. nereostratum (through
grazing scars archived in the alga’s skeleton)
and modeled the putative drivers of change
through time; andused controlled experiments
to isolate the manner and degree to which
present-day seawater conditions have altered

the net impacts of sea urchin grazing relative
to the preindustrial era.
Lethal grazing of C. nereostratum [i.e., re-

peated grazing of tissues to adepthof>0.25mm,
far below the regenerative cell layer (10, 13);
hereafter referred to as “bioerosion”] was se-
vere and widespread. At each study site in
2014, 40 to 85% of every colonywas bioeroded,
establishing that much of each colony had lost
its living tissue and in turn the capacity to gen-
erate new growth (Fig. 1C). Sea urchin grazing
scars were up to 2.5 mm deep (Fig. 1D), re-
vealing that up to 7 years of prior algal growth
(10) can be removed by a single sea urchin bite.
Destructive overgrazingwas further evidenced
by the presence of 40- to 60-mm-deep excava-
tion pits (Fig. 1E) and a relatively reduced algal
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parsimonious driver of the observed reef de-
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effective densities (20) [six ormore individuals
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However, unlike in past centuries, when sea
otters went functionally extinct because of the
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recent decades (24), including in 2014 and 2015
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folding (Fig. 1) could thus be a function of the
interplay among trophic cascades, oceanwarm-
ing, andoceanacidification.We therefore sought
to establish how the process of bioerosion has
changed through time and to determine the
contributions of each putative driver to that
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ARCTIC PRODUCTIVITY

Changes in phytoplankton concentration now drive
increased Arctic Ocean primary production
K. M. Lewis, G. L. van Dijken, K. R. Arrigo*

Historically, sea ice loss in the Arctic Ocean has promoted increased phytoplankton primary production
because of the greater open water area and a longer growing season. However, debate remains about
whether primary production will continue to rise should sea ice decline further. Using an ocean color
algorithm parameterized for the Arctic Ocean, we show that primary production increased by 57%
between 1998 and 2018. Surprisingly, whereas increases were due to widespread sea ice loss during
the first decade, the subsequent rise in primary production was driven primarily by increased
phytoplankton biomass, which was likely sustained by an influx of new nutrients. This suggests a future
Arctic Ocean that can support higher trophic-level production and additional carbon export.

I
n response to anthropogenic climate change,
the Arctic is warming faster than any other
region, with the majority of the warming
centered over the Arctic Ocean (AO) (1).
Sea ice has radically decreased in concen-

tration, volume, and duration, with summer
sea ice predicted to disappear completely by
mid-century (1). Correspondingly, annual
phytoplankton net primary production (NPP)
has significantly increased owing to a longer
growing season and an expanded area of open
water (OW) (2–5). However, scientists debate
how continued sea ice declines will affect AO
NPP in the future (6, 7). Greater freshwater
flux through precipitation, ice melt, and river
outflow could intensify surface ocean stratifi-
cation and inhibit the mixing of deep nutrients
into surface waters, thus reducing AO NPP
(8, 9). Alternatively, greater OWarea andmore
frequent storms (5) may increase NPP by pro-

moting the upward delivery of new nutrients
to thedepleted euphotic zone through enhanced
windmixing (10), internal waves (11), and shelf
break upwelling (12, 13). Here, we present a
two-decade-long time series of NPP in the AO
that we parameterized using the largest and
most complete dataset of in situ optics and
phytoplankton biomass and physiology ever
assembled for these waters to assess the cur-
rent trajectory of NPP in response to ongoing
changes in Arctic climate.
Satellite-derived estimates of chlorophyll

a (Chl a), sea surface temperature (SST), and sea
ice concentration were used as input to an
AO NPP algorithm (2, 3, 14) to evaluate trends
from1998 to2018.Weusedamodified versionof
the standard empirical NASA–Chl a algorithm
to better account for the distinct bio-optical
properties of the AO, which differ notably from
the global ocean because of higher pigment

packaging and chromophoric dissolved organic
matter (CDOM) concentrations (15, 16). The
updated Chl a algorithm (17) was developed
by using 501 coincident measurements of in
situ remote sensing reflectance and Chl a from
25 different cruises that captured the spatial
heterogeneity across the AO. Time series trends
for mean surface phytoplankton biomass con-
centration (Chl a, milligrams per cubic meter),
spatially integrated NPP (teragrams of car-
bon per year), SST (degrees Celsius), OW area
(square kilometers), and OW duration (days)
were statistically evaluated for the entire AO
and 10 subregions (Fig. 1A) for the 21-year time
period.
OW area (<50% sea ice cover) has increased

by 27% in the AO between 1998 and 2018, with
~59,000 km2 of OW added each year (Table 1).
Subregions that experienced significant in-
creases in OW area (24 to 123%) included the
Basin, Kara, Siberian, Barents, and Chukchi
(Table 1). Increases in OW area in the Laptev
and Beaufort subregions were nonsignificant,
and changes in the outflow shelves of the
Nordic, Canada, and Baffin subregions were
negligible (Table 1). However, the rate of OW
increase in the AO and all subregions, except
the Nordic, has slowed considerably since
2009 (Fig. 2A and Table 1).
At the same time, AO Chl a concentration

increased significantly (22%) between 1998 and
2018 (Table 1), with almost all of the increase
occurring since 2009 (Fig. 2B and Table 1).
These changes were largely restricted to the
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Fig. 1. Regions of interest and changes in phytoplankton biomass. (A) The AO with its shelf seas and basin. Subregions are bounded by black lines by using the
1000-m isobath and categorized as inflow (green), interior (orange), or outflow (purple) shelves. The 200-m isobath is shown in gray. Inflow and outflow currents are
depicted as green and purple arrows, respectively. (B) The rate of change in Chl a (milligrams per cubic meter per year) between 1998 and 2018. Subregions are
delineated by gray lines. Black pixels indicate no data.
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algorithm parameterized for the Arctic Ocean, we show that primary production increased by 57%
between 1998 and 2018. Surprisingly, whereas increases were due to widespread sea ice loss during
the first decade, the subsequent rise in primary production was driven primarily by increased
phytoplankton biomass, which was likely sustained by an influx of new nutrients. This suggests a future
Arctic Ocean that can support higher trophic-level production and additional carbon export.
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has significantly increased owing to a longer
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how continued sea ice declines will affect AO
NPP in the future (6, 7). Greater freshwater
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windmixing (10), internal waves (11), and shelf
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rent trajectory of NPP in response to ongoing
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ice concentration were used as input to an
AO NPP algorithm (2, 3, 14) to evaluate trends
from1998 to2018.Weusedamodified versionof
the standard empirical NASA–Chl a algorithm
to better account for the distinct bio-optical
properties of the AO, which differ notably from
the global ocean because of higher pigment

packaging and chromophoric dissolved organic
matter (CDOM) concentrations (15, 16). The
updated Chl a algorithm (17) was developed
by using 501 coincident measurements of in
situ remote sensing reflectance and Chl a from
25 different cruises that captured the spatial
heterogeneity across the AO. Time series trends
for mean surface phytoplankton biomass con-
centration (Chl a, milligrams per cubic meter),
spatially integrated NPP (teragrams of car-
bon per year), SST (degrees Celsius), OW area
(square kilometers), and OW duration (days)
were statistically evaluated for the entire AO
and 10 subregions (Fig. 1A) for the 21-year time
period.
OW area (<50% sea ice cover) has increased

by 27% in the AO between 1998 and 2018, with
~59,000 km2 of OW added each year (Table 1).
Subregions that experienced significant in-
creases in OW area (24 to 123%) included the
Basin, Kara, Siberian, Barents, and Chukchi
(Table 1). Increases in OW area in the Laptev
and Beaufort subregions were nonsignificant,
and changes in the outflow shelves of the
Nordic, Canada, and Baffin subregions were
negligible (Table 1). However, the rate of OW
increase in the AO and all subregions, except
the Nordic, has slowed considerably since
2009 (Fig. 2A and Table 1).
At the same time, AO Chl a concentration

increased significantly (22%) between 1998 and
2018 (Table 1), with almost all of the increase
occurring since 2009 (Fig. 2B and Table 1).
These changes were largely restricted to the
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Fig. 1. Regions of interest and changes in phytoplankton biomass. (A) The AO with its shelf seas and basin. Subregions are bounded by black lines by using the
1000-m isobath and categorized as inflow (green), interior (orange), or outflow (purple) shelves. The 200-m isobath is shown in gray. Inflow and outflow currents are
depicted as green and purple arrows, respectively. (B) The rate of change in Chl a (milligrams per cubic meter per year) between 1998 and 2018. Subregions are
delineated by gray lines. Black pixels indicate no data.
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the first decade, the subsequent rise in primary production was driven primarily by increased
phytoplankton biomass, which was likely sustained by an influx of new nutrients. This suggests a future
Arctic Ocean that can support higher trophic-level production and additional carbon export.
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by using 501 coincident measurements of in
situ remote sensing reflectance and Chl a from
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heterogeneity across the AO. Time series trends
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centration (Chl a, milligrams per cubic meter),
spatially integrated NPP (teragrams of car-
bon per year), SST (degrees Celsius), OW area
(square kilometers), and OW duration (days)
were statistically evaluated for the entire AO
and 10 subregions (Fig. 1A) for the 21-year time
period.
OW area (<50% sea ice cover) has increased

by 27% in the AO between 1998 and 2018, with
~59,000 km2 of OW added each year (Table 1).
Subregions that experienced significant in-
creases in OW area (24 to 123%) included the
Basin, Kara, Siberian, Barents, and Chukchi
(Table 1). Increases in OW area in the Laptev
and Beaufort subregions were nonsignificant,
and changes in the outflow shelves of the
Nordic, Canada, and Baffin subregions were
negligible (Table 1). However, the rate of OW
increase in the AO and all subregions, except
the Nordic, has slowed considerably since
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Fig. 1. Regions of interest and changes in phytoplankton biomass. (A) The AO with its shelf seas and basin. Subregions are bounded by black lines by using the
1000-m isobath and categorized as inflow (green), interior (orange), or outflow (purple) shelves. The 200-m isobath is shown in gray. Inflow and outflow currents are
depicted as green and purple arrows, respectively. (B) The rate of change in Chl a (milligrams per cubic meter per year) between 1998 and 2018. Subregions are
delineated by gray lines. Black pixels indicate no data.
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A major research question concerning global pelagic biodiversity
remains unanswered: when did the apparent tropical biodiversity
depression (i.e., bimodality of latitudinal diversity gradient [LDG])
begin? The bimodal LDG may be a consequence of recent ocean
warming or of deep-time evolutionary speciation and extinction
processes. Using rich fossil datasets of planktonic foraminifers, we
show here that a unimodal (or only weakly bimodal) diversity
gradient, with a plateau in the tropics, occurred during the last
ice age and has since then developed into a bimodal gradient
through species distribution shifts driven by postglacial ocean
warming. The bimodal LDG likely emerged before the Anthropo-
cene and industrialization, and perhaps ∼15,000 y ago, indicating
a strong environmental control of tropical diversity even before
the start of anthropogenic warming. However, our model projec-
tions suggest that future anthropogenic warming further dimin-
ishes tropical pelagic diversity to a level not seen in millions
of years.

latitudinal diversity gradients | planktonic foraminifera | temperature |
Last Glacial Maximum | climate change

Latitudinal diversity gradients (LDGs), the equatorially centered
parabolic diversity patterns, have been described for over 200 y

in terrestrial systems (1–4) and are also well established in marine
environments (5–7). However, there is an increasing recogni-
tion that marine LDGs, particularly those in open-ocean systems,
tend to have an tropical diversity depression and thus, to be
bimodal (8–14).
This current tropical depression is consistent with present-

day temperatures being beyond the upper physiological thermal tol-
erances of some species. An inability of species to tolerate high
temperatures or sustained physiological stresses may cause shifts of
their latitudinal ranges farther poleward as the climate warms. Indeed,
a near-future tropical biodiversity decline has been predicted with
ongoing human-induced climate warming (15–19), and ecosystem-
scale impacts of ocean warming are already evident (20–24).
Alternatively, or additionally, the current tropical dip in di-

versity could be explained through an evolutionary mechanism of
higher speciation rates and/or lower extinction rates at the edges
of the tropics (8, 13). Distinguishing the ecological and evolu-
tionary timescale processes responsible for observed variations in
the shape of marine LDGs is critical for assessing the outcome of
biotic responses to rapid anthropogenic warming over the com-
ing century (12). However, the lack of a standardized paleo-
ecological baseline for the pelagic LDG has compromised
separating whether the observed bimodality is caused by a rapid
ecological response to ocean warming, by a longer-term and
slower evolutionary process, or both (e.g., ref. 14). While several
paleontological studies have shown bimodal LDGs (25), they are
not directly comparable with the present-day pelagic bimodality or

do not answer this question directly, because they are terrestrial,
not global in extent, or too deep time (e.g., Paleogene or Meso-
zoic) to evaluate the hypothesis of rapid ecological response.
The calcified shells of planktonic foraminifers, abundant and

widespread protists in the world’s oceans, are well preserved in
marine sediments and can thus provide a baseline for tracking
trends in the LDG over the geologic past (26, 27). In addition,
the relationship between temperature and planktonic forami-
niferal diversity is consistent with that of many other open-ocean
organisms (5, 11, 28). Here, we use global datasets of pre-
industrial (broadly representing a Late Holocene situation)
(Materials and Methods) and Last Glacial Maximum (LGM; ca.
21 ky ago) planktonic foraminifers as well as a future diversity
projection to provide empirical evidence that the tropical di-
versity depression is neither a recent anthropogenic phenomenon
nor of deep-time origin. Rather, it was likely caused by a post–ice-
age warming, suggesting a major role for distributional shifts
driven by climate.

Results and Discussion
Diversity Patterns with Latitude and Temperature. Our global
analysis of planktonic foraminiferal diversity (calculated as spe-
cies richness [Hill number, q = 0] and effective number of
common species [Hill number, q = 1]) (Materials and Methods)

Significance

We discovered that the tropical oceanic diversity depression is
not a recent phenomenon nor very deep time in origin by using
a comprehensive global dataset of the calcified shells of
planktonic foraminifers, abundant unicellular organisms in the
world’s oceans, which are exceptionally well preserved in
marine sediments as fossils. The diversity decline in the lowest
latitudes may have started due to rapid post–ice-age warming
around 15,000 y ago. Warming may by the end of this century
diminish tropical oceanic diversity to an unprecedented level in
human history.
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separating whether the observed bimodality is caused by a rapid
ecological response to ocean warming, by a longer-term and
slower evolutionary process, or both (e.g., ref. 14). While several
paleontological studies have shown bimodal LDGs (25), they are
not directly comparable with the present-day pelagic bimodality or

do not answer this question directly, because they are terrestrial,
not global in extent, or too deep time (e.g., Paleogene or Meso-
zoic) to evaluate the hypothesis of rapid ecological response.
The calcified shells of planktonic foraminifers, abundant and

widespread protists in the world’s oceans, are well preserved in
marine sediments and can thus provide a baseline for tracking
trends in the LDG over the geologic past (26, 27). In addition,
the relationship between temperature and planktonic forami-
niferal diversity is consistent with that of many other open-ocean
organisms (5, 11, 28). Here, we use global datasets of pre-
industrial (broadly representing a Late Holocene situation)
(Materials and Methods) and Last Glacial Maximum (LGM; ca.
21 ky ago) planktonic foraminifers as well as a future diversity
projection to provide empirical evidence that the tropical di-
versity depression is neither a recent anthropogenic phenomenon
nor of deep-time origin. Rather, it was likely caused by a post–ice-
age warming, suggesting a major role for distributional shifts
driven by climate.

Results and Discussion
Diversity Patterns with Latitude and Temperature. Our global
analysis of planktonic foraminiferal diversity (calculated as spe-
cies richness [Hill number, q = 0] and effective number of
common species [Hill number, q = 1]) (Materials and Methods)

Significance

We discovered that the tropical oceanic diversity depression is
not a recent phenomenon nor very deep time in origin by using
a comprehensive global dataset of the calcified shells of
planktonic foraminifers, abundant unicellular organisms in the
world’s oceans, which are exceptionally well preserved in
marine sediments as fossils. The diversity decline in the lowest
latitudes may have started due to rapid post–ice-age warming
around 15,000 y ago. Warming may by the end of this century
diminish tropical oceanic diversity to an unprecedented level in
human history.
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Glaciers are important drivers of environmental heterogeneity and
biological diversity across mountain landscapes. Worldwide, gla-
ciers are receding rapidly due to climate change, with important
consequences for biodiversity in mountain ecosystems. However,
the effects of glacier loss on biodiversity have never been
quantified across a mountainous region, primarily due to a lack
of adequate data at large spatial and temporal scales. Here, we
combine high-resolution biological and glacier change (ca.
1850–2015) datasets for Glacier National Park, USA, to test the
prediction that glacier retreat reduces biodiversity in mountain
ecosystems through the loss of uniquely adapted meltwater
stream species. We identified a specialized cold-water invertebrate
community restricted to the highest elevation streams primarily
below glaciers, but also snowfields and groundwater springs.
We show that this community and endemic species have unex-
pectedly persisted in cold, high-elevation sites, even in catchments
that have not been glaciated in ∼170 y. Future projections suggest
substantial declines in suitable habitat, but not necessarily loss of
this community with the complete disappearance of glaciers. Our
findings demonstrate that high-elevation streams fed by snow
and other cold-water sources continue to serve as critical climate
refugia for mountain biodiversity even after glaciers disappear.

mountain streams | glacier loss | biodiversity | invertebrate communities |
climate change

Mountain regions are rich in biodiversity, harboring high
levels of species richness and endemism (1). The genera-

tion and maintenance of mountain biodiversity ultimately de-
pends on geological and climatic processes that promote habitat
heterogeneity across these dynamic landscapes (2). Glaciers and
other meltwater sources enhance habitat heterogeneity of
mountainous regions by shaping local geomorphology and pro-
viding cold meltwater to downstream ecosystems (2–4). How-
ever, glaciers are rapidly shrinking and disappearing due to
global warming (5–8), and these trends are predicted to accel-
erate over the coming decades (5, 9). Glacier loss is considered a
major threat to biodiversity in mountain regions worldwide (2,
10, 11), yet direct, quantitative tests of how glacier retreat affects
biodiversity across a range of spatial scales are scarce (12, 13).
The rapid decline of mountain glaciers reduces meltwater

contributions to downstream ecosystems, altering flow regimes,
increasing water temperatures, and ultimately homogenizing
stream habitats (3, 14). Glacier loss is expected to increase local
diversity within streams as more diverse, warmer-water com-
munities shift upstream, but decrease regional diversity as
unique glacier-dependent species and communities are lost (15,
16). Global predictions suggest that 11–38% of species will be
lost following complete disappearance of glaciers in a region
(15). Here, we explicitly test the prediction that glacier recession
reduces stream biodiversity through the loss of specialized
meltwater species across a large mountainous region.

We conducted this test in Glacier National Park (GNP),
Montana, a protected landscape (e.g., World Heritage Site and
Biosphere Reserve) that has experienced widespread glacier loss
since the end of the Little Ice Age (LIA, ca. 1850; Fig. 1). Like
many mountain ranges worldwide, this region harbors an ex-
tensive network of high-elevation streams that are highly heter-
ogenous in terms of hydrologic source contributions, temperature,
and flow regimes across small spatial extents (<1 km). These habitat
mosaics support diverse biological communities with high levels of
endemism, including two stoneflies (Lednia tumana and Zapada
glacier) that were recently listed under the US Endangered Species
Act exclusively due to climate change-induced glacier and snow loss
(17, 18). Of the 146 glaciers present at the end of the LIA, only 35%
persisted through 2005 (19), with complete deglaciation predicted
by 2100 (5). We focused on alpine stream invertebrates because
they are constrained to the highest elevations of aquatic habitats
and are considered a “canary in the coal mine” for climate-induced
biodiversity loss in mountain ecosystems (20). They are also key
components of freshwater communities, performing vital roles in

Significance

Glaciers are retreating rapidly due to climate change, and these
changes are predicted to reduce biodiversity in mountain eco-
systems through the loss of specialized meltwater species.
However, direct observations of how glacier change affects
biological communities living in mountain streams are scarce.
Here, we show that a specialized cold-water invertebrate
community has unexpectedly persisted in cold, high-elevation
streams despite widespread glacier loss and habitat reductions
in Glacier National Park since the Little Ice Age (ca. 1850). Al-
though shrinking habitat and increased fragmentation pose
significant risks to these range-restricted species, our results
demonstrate that specialized meltwater communities may be
more resilient to glacier recession than previously thought.
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Glaciers are important drivers of environmental heterogeneity and
biological diversity across mountain landscapes. Worldwide, gla-
ciers are receding rapidly due to climate change, with important
consequences for biodiversity in mountain ecosystems. However,
the effects of glacier loss on biodiversity have never been
quantified across a mountainous region, primarily due to a lack
of adequate data at large spatial and temporal scales. Here, we
combine high-resolution biological and glacier change (ca.
1850–2015) datasets for Glacier National Park, USA, to test the
prediction that glacier retreat reduces biodiversity in mountain
ecosystems through the loss of uniquely adapted meltwater
stream species. We identified a specialized cold-water invertebrate
community restricted to the highest elevation streams primarily
below glaciers, but also snowfields and groundwater springs.
We show that this community and endemic species have unex-
pectedly persisted in cold, high-elevation sites, even in catchments
that have not been glaciated in ∼170 y. Future projections suggest
substantial declines in suitable habitat, but not necessarily loss of
this community with the complete disappearance of glaciers. Our
findings demonstrate that high-elevation streams fed by snow
and other cold-water sources continue to serve as critical climate
refugia for mountain biodiversity even after glaciers disappear.
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Mountain regions are rich in biodiversity, harboring high
levels of species richness and endemism (1). The genera-

tion and maintenance of mountain biodiversity ultimately de-
pends on geological and climatic processes that promote habitat
heterogeneity across these dynamic landscapes (2). Glaciers and
other meltwater sources enhance habitat heterogeneity of
mountainous regions by shaping local geomorphology and pro-
viding cold meltwater to downstream ecosystems (2–4). How-
ever, glaciers are rapidly shrinking and disappearing due to
global warming (5–8), and these trends are predicted to accel-
erate over the coming decades (5, 9). Glacier loss is considered a
major threat to biodiversity in mountain regions worldwide (2,
10, 11), yet direct, quantitative tests of how glacier retreat affects
biodiversity across a range of spatial scales are scarce (12, 13).
The rapid decline of mountain glaciers reduces meltwater

contributions to downstream ecosystems, altering flow regimes,
increasing water temperatures, and ultimately homogenizing
stream habitats (3, 14). Glacier loss is expected to increase local
diversity within streams as more diverse, warmer-water com-
munities shift upstream, but decrease regional diversity as
unique glacier-dependent species and communities are lost (15,
16). Global predictions suggest that 11–38% of species will be
lost following complete disappearance of glaciers in a region
(15). Here, we explicitly test the prediction that glacier recession
reduces stream biodiversity through the loss of specialized
meltwater species across a large mountainous region.

We conducted this test in Glacier National Park (GNP),
Montana, a protected landscape (e.g., World Heritage Site and
Biosphere Reserve) that has experienced widespread glacier loss
since the end of the Little Ice Age (LIA, ca. 1850; Fig. 1). Like
many mountain ranges worldwide, this region harbors an ex-
tensive network of high-elevation streams that are highly heter-
ogenous in terms of hydrologic source contributions, temperature,
and flow regimes across small spatial extents (<1 km). These habitat
mosaics support diverse biological communities with high levels of
endemism, including two stoneflies (Lednia tumana and Zapada
glacier) that were recently listed under the US Endangered Species
Act exclusively due to climate change-induced glacier and snow loss
(17, 18). Of the 146 glaciers present at the end of the LIA, only 35%
persisted through 2005 (19), with complete deglaciation predicted
by 2100 (5). We focused on alpine stream invertebrates because
they are constrained to the highest elevations of aquatic habitats
and are considered a “canary in the coal mine” for climate-induced
biodiversity loss in mountain ecosystems (20). They are also key
components of freshwater communities, performing vital roles in

Significance

Glaciers are retreating rapidly due to climate change, and these
changes are predicted to reduce biodiversity in mountain eco-
systems through the loss of specialized meltwater species.
However, direct observations of how glacier change affects
biological communities living in mountain streams are scarce.
Here, we show that a specialized cold-water invertebrate
community has unexpectedly persisted in cold, high-elevation
streams despite widespread glacier loss and habitat reductions
in Glacier National Park since the Little Ice Age (ca. 1850). Al-
though shrinking habitat and increased fragmentation pose
significant risks to these range-restricted species, our results
demonstrate that specialized meltwater communities may be
more resilient to glacier recession than previously thought.
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Forest vulnerability to drought is expected to increase under anthro-
pogenic climate change, and drought-induced mortality and commu-
nity dynamics following drought have major ecological and societal
impacts. Here, we show that tree mortality concomitant with drought
has led to short-term (mean 5 y, range 1 to 23 y after mortality)
vegetation-type conversion in multiple biomes across the world
(131 sites). Self-replacement of the dominant tree species was only
prevalent in 21% of the examined cases and forests and woodlands
shifted to nonwoody vegetation in 10% of them. The ultimate tem-
poral persistence of such changes remains unknown but, given the
key role of biological legacies in long-term ecological succession, this
emerging picture of postdrought ecological trajectories highlights the
potential for major ecosystem reorganization in the coming decades.
Community changes were less pronounced under wetter postmortal-
ity conditions. Replacement was also influenced by management in-
tensity, and postdrought shrub dominance was higher when
pathogens acted as codrivers of tree mortality. Early change in com-
munity composition indicates that forests dominated by mesic species
generally shifted toward more xeric communities, with replacing tree
and shrub species exhibiting drier bioclimatic optima and distribution
ranges. However, shifts toward more mesic communities also oc-
curred and multiple pathways of forest replacement were observed
for some species. Drought characteristics, species-specific environmen-
tal preferences, plant traits, and ecosystem legacies govern post-
drought species turnover and subsequent ecological trajectories,
with potential far-reaching implications for forest biodiversity and
ecosystem services.

drought-induced mortality | forest dynamics | forest resilience | global tree
mortality | climate change

Climate-induced forest mortality is an emerging global phe-
nomenon (1) with major consequences for the functioning of

these key ecosystems (2). Reported increases in tree mortality
point toward accelerating global forest vulnerability under hotter
temperatures and longer, more intense droughts associated with
increased climatic variability (2–5). Abrupt drought-induced
forest mortality can trigger substantial changes in the composi-
tion and structure of ecosystems, altering carbon storage and
cycling (6), plant productivity (7), ecosystem–atmosphere ex-
changes (8), hydrological cycles (9), and ecosystem resilience to
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Forest vulnerability to drought is expected to increase under anthro-
pogenic climate change, and drought-induced mortality and commu-
nity dynamics following drought have major ecological and societal
impacts. Here, we show that tree mortality concomitant with drought
has led to short-term (mean 5 y, range 1 to 23 y after mortality)
vegetation-type conversion in multiple biomes across the world
(131 sites). Self-replacement of the dominant tree species was only
prevalent in 21% of the examined cases and forests and woodlands
shifted to nonwoody vegetation in 10% of them. The ultimate tem-
poral persistence of such changes remains unknown but, given the
key role of biological legacies in long-term ecological succession, this
emerging picture of postdrought ecological trajectories highlights the
potential for major ecosystem reorganization in the coming decades.
Community changes were less pronounced under wetter postmortal-
ity conditions. Replacement was also influenced by management in-
tensity, and postdrought shrub dominance was higher when
pathogens acted as codrivers of tree mortality. Early change in com-
munity composition indicates that forests dominated by mesic species
generally shifted toward more xeric communities, with replacing tree
and shrub species exhibiting drier bioclimatic optima and distribution
ranges. However, shifts toward more mesic communities also oc-
curred and multiple pathways of forest replacement were observed
for some species. Drought characteristics, species-specific environmen-
tal preferences, plant traits, and ecosystem legacies govern post-
drought species turnover and subsequent ecological trajectories,
with potential far-reaching implications for forest biodiversity and
ecosystem services.

drought-induced mortality | forest dynamics | forest resilience | global tree
mortality | climate change

Climate-induced forest mortality is an emerging global phe-
nomenon (1) with major consequences for the functioning of

these key ecosystems (2). Reported increases in tree mortality
point toward accelerating global forest vulnerability under hotter
temperatures and longer, more intense droughts associated with
increased climatic variability (2–5). Abrupt drought-induced
forest mortality can trigger substantial changes in the composi-
tion and structure of ecosystems, altering carbon storage and
cycling (6), plant productivity (7), ecosystem–atmosphere ex-
changes (8), hydrological cycles (9), and ecosystem resilience to
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Abstract
Deforestation and drought are among the greatest environmental pressures on theAmazon rainforest,
possibly destabilizing the forest-climate system.Deforestation in theAmazon reduces rainfall
regionally, while this deforestation itself has been reported to be facilitated by droughts. Here we
quantify the interactions between drought and deforestation spatially across theAmazon during the
early 21st century. First, we relate observed fluctuations in deforestation rates to dry-season intensity;
second, we determine the effect of conversion of forest to cropland on evapotranspiration; and third,
we simulate the subsequent downwind reductions in rainfall due to decreased atmospheric water
input.Wefind large variability in the response of deforestation to dry-season intensity, with a
significant but small average increase in deforestation rates with amore intense dry season: with every
mmofwater deficit, deforestation tends to increase by 0.13%per year. Deforestation, in turn, has
caused an estimated 4%of the recent observed drying, with the south-western part of theAmazon
beingmost strongly affected. Combining both effects, we quantify a reinforcing drought-deforestation
feedback that is currently small, but becomes gradually stronger with cumulative deforestation. Our
results suggest that global climate change, not deforestation, is themain driver of recent drying in the
Amazon.However, a feedback between drought and deforestation implies that increases in either of
themwill impede efforts to curb both.

Deforestation, the human-driven cropping of tree
cover, has been gradually decreasing the extent of the
Amazon rainforest over the last decades, mainly for
the expansion of pastures and soybean plantations
[1–3]. The spatial and temporal distribution of defor-
estation is not random, as a range of socioeconomic
and institutional factors affect deforestation. For
example, population density and accessibility by road
contribute to deforestation [4, 5]. In contrast, desig-
nating forest as protected area successfully inhibits
deforestation [6–8]. Sometimes, cause-and-effect rela-
tions are more complex, as when positive feedbacks
are in play. An example of such an amplifying causal
loop is a two-way interaction between road density

and deforestation: accessibility of the forest increases
deforestation, but that deforestation is in turn also
used as justification for constructing more roads [9].
Besides being a product of socioeconomic complexity,
deforestation also interacts with climatic and ecologi-
cal processes in the Amazon, e.g. [10–14]. However,
not all causal pathways have been studied so far.

In the Amazon, deforestation is often accom-
panied by fire [15, 16]. Because a more intense dry
season makes the Amazon forest more flammable
[4, 17–21], it seems reasonable to hypothesize that
increasing dry-season intensity facilitates clear-cut
deforestation in several ways: (1) traditional slash-
and-burn agriculture depends on a sufficiently dry
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significant but small average increase in deforestation rates with amore intense dry season: with every
mmofwater deficit, deforestation tends to increase by 0.13%per year. Deforestation, in turn, has
caused an estimated 4%of the recent observed drying, with the south-western part of theAmazon
beingmost strongly affected. Combining both effects, we quantify a reinforcing drought-deforestation
feedback that is currently small, but becomes gradually stronger with cumulative deforestation. Our
results suggest that global climate change, not deforestation, is themain driver of recent drying in the
Amazon.However, a feedback between drought and deforestation implies that increases in either of
themwill impede efforts to curb both.

Deforestation, the human-driven cropping of tree
cover, has been gradually decreasing the extent of the
Amazon rainforest over the last decades, mainly for
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[1–3]. The spatial and temporal distribution of defor-
estation is not random, as a range of socioeconomic
and institutional factors affect deforestation. For
example, population density and accessibility by road
contribute to deforestation [4, 5]. In contrast, desig-
nating forest as protected area successfully inhibits
deforestation [6–8]. Sometimes, cause-and-effect rela-
tions are more complex, as when positive feedbacks
are in play. An example of such an amplifying causal
loop is a two-way interaction between road density

and deforestation: accessibility of the forest increases
deforestation, but that deforestation is in turn also
used as justification for constructing more roads [9].
Besides being a product of socioeconomic complexity,
deforestation also interacts with climatic and ecologi-
cal processes in the Amazon, e.g. [10–14]. However,
not all causal pathways have been studied so far.

In the Amazon, deforestation is often accom-
panied by fire [15, 16]. Because a more intense dry
season makes the Amazon forest more flammable
[4, 17–21], it seems reasonable to hypothesize that
increasing dry-season intensity facilitates clear-cut
deforestation in several ways: (1) traditional slash-
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Aside from analyzing drought-deforestation inter-
action during the recent past, we can assess where
potential future deforestation would intensify dry

seasons. We therefore calculate the effects of conver-
sion from forest to cropland on the amount of evapo-
transpiration that directly precipitates in the Amazon

Figure 2. Interplay between dry-season intensity and deforestation in theAmazon during the early 21st century. (A)Total
deforestation (%) between 2001 and 2014 on 0.25° resolution. (B)The effect of cumulative deforestation between 2001 and 2014 on
MaximumClimatologicalWaterDeficit (MCWD, inmm) in theAmazon in the year 2014. (C)The trend inMCWD (mmyr−1) from
2000 to 2014without the contribution of deforestation, whichwe interpret as the effects of global climate change and natural
fluctuations onMCWD. (D)The effect ofMCWDondeforestation (%yr−1mm−1) between 2001 and 2014.Here the values represent
the change in deforestation for everymm increase inMCWDas percentage of average local deforestation. Note that negative values
indicate that deforestation increaseswith amore intense dry season (i.e.more negativeMCWD).

Figure 3.The increasing drought-deforestation feedback. The plot gives the relative increase in the drought-deforestation feedback
strength across years (R2=0.69 for a linear regression). Hydrological simulations were performed for each year between 2003 and
2014, accounting for deforestation after 2000. Thus, 2000 is the reference year at which cumulative deforestation is set to 0 and the
feedback strength (FDD, seeMethods) is considered to be 1.
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South American (SA) societies are highly vulnerable to droughts
and pluvials, but lack of long-term climate observations severely
limits our understanding of the global processes driving climatic
variability in the region. The number and quality of SA climate-
sensitive tree ring chronologies have significantly increased in re-
cent decades, now providing a robust network of 286 records for
characterizing hydroclimate variability since 1400 CE. We combine
this network with a self-calibrated Palmer Drought Severity Index
(scPDSI) dataset to derive the South American Drought Atlas
(SADA) over the continent south of 12°S. The gridded annual re-
construction of austral summer scPDSI is the most spatially com-
plete estimate of SA hydroclimate to date, and well matches past
historical dry/wet events. Relating the SADA to the Australia–New
Zealand Drought Atlas, sea surface temperatures and atmospheric
pressure fields, we determine that the El Niño–Southern Oscilla-
tion (ENSO) and the Southern Annular Mode (SAM) are strongly
associated with spatially extended droughts and pluvials over the
SADA domain during the past several centuries. SADA also ex-
hibits more extended severe droughts and extreme pluvials since
the mid-20th century. Extensive droughts are consistent with the
observed 20th-century trend toward positive SAM anomalies con-
comitant with the weakening of midlatitude Westerlies, while
low-level moisture transport intensified by global warming has
favored extreme rainfall across the subtropics. The SADA thus
provides a long-term context for observed hydroclimatic changes
and for 21st-century Intergovernmental Panel on Climate Change
(IPCC) projections that suggest SA will experience more frequent/
severe droughts and rainfall events as a consequence of increasing
greenhouse gas emissions.

drought atlas | palaeoclimate reconstruction | extreme hydroclimate
events | South America hydroclimate | Southern Hemisphere climate modes

Productive economic and social activities in South America
(SA) are heavily dependent on hydroclimate variability. Se-

vere water shortages have occurred in central Chile and western

Argentina during the drought years 1968 to 1969, 1976 to 1977,
1996 to 1997, and 2010 to 2019 due to a deficit in snow accu-
mulation in the Andes. Farmers in western Argentina reported
between 35% and 50% crop losses as a consequence of water
supply reduction in 1968/69 (1). This specific event, known as
the Great Drought of 1968, also had serious impacts in central
Chile. Cereal and vegetable production dropped by 65%, ir-
rigation areas contracted by 40%, and livestock numbers de-
creased by 45% across the country, leading to the loss of
225,000 agricultural jobs (2). Presently, this region is experi-
encing the most severe decadal drought identified during the
last millennium (3). Socioeconomic disasters such as those
associated with the 1968 drought highlight the acute vulner-
ability of SA to extreme droughts, motivating improved un-
derstanding of the occurrence, duration, and spatial extent of
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South American (SA) societies are highly vulnerable to droughts
and pluvials, but lack of long-term climate observations severely
limits our understanding of the global processes driving climatic
variability in the region. The number and quality of SA climate-
sensitive tree ring chronologies have significantly increased in re-
cent decades, now providing a robust network of 286 records for
characterizing hydroclimate variability since 1400 CE. We combine
this network with a self-calibrated Palmer Drought Severity Index
(scPDSI) dataset to derive the South American Drought Atlas
(SADA) over the continent south of 12°S. The gridded annual re-
construction of austral summer scPDSI is the most spatially com-
plete estimate of SA hydroclimate to date, and well matches past
historical dry/wet events. Relating the SADA to the Australia–New
Zealand Drought Atlas, sea surface temperatures and atmospheric
pressure fields, we determine that the El Niño–Southern Oscilla-
tion (ENSO) and the Southern Annular Mode (SAM) are strongly
associated with spatially extended droughts and pluvials over the
SADA domain during the past several centuries. SADA also ex-
hibits more extended severe droughts and extreme pluvials since
the mid-20th century. Extensive droughts are consistent with the
observed 20th-century trend toward positive SAM anomalies con-
comitant with the weakening of midlatitude Westerlies, while
low-level moisture transport intensified by global warming has
favored extreme rainfall across the subtropics. The SADA thus
provides a long-term context for observed hydroclimatic changes
and for 21st-century Intergovernmental Panel on Climate Change
(IPCC) projections that suggest SA will experience more frequent/
severe droughts and rainfall events as a consequence of increasing
greenhouse gas emissions.

drought atlas | palaeoclimate reconstruction | extreme hydroclimate
events | South America hydroclimate | Southern Hemisphere climate modes

Productive economic and social activities in South America
(SA) are heavily dependent on hydroclimate variability. Se-

vere water shortages have occurred in central Chile and western

Argentina during the drought years 1968 to 1969, 1976 to 1977,
1996 to 1997, and 2010 to 2019 due to a deficit in snow accu-
mulation in the Andes. Farmers in western Argentina reported
between 35% and 50% crop losses as a consequence of water
supply reduction in 1968/69 (1). This specific event, known as
the Great Drought of 1968, also had serious impacts in central
Chile. Cereal and vegetable production dropped by 65%, ir-
rigation areas contracted by 40%, and livestock numbers de-
creased by 45% across the country, leading to the loss of
225,000 agricultural jobs (2). Presently, this region is experi-
encing the most severe decadal drought identified during the
last millennium (3). Socioeconomic disasters such as those
associated with the 1968 drought highlight the acute vulner-
ability of SA to extreme droughts, motivating improved un-
derstanding of the occurrence, duration, and spatial extent of
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Across the Upper Missouri River Basin, the recent drought of 2000
to 2010, known as the “turn-of-the-century drought,” was likely
more severe than any in the instrumental record including the
Dust Bowl drought. However, until now, adequate proxy records
needed to better understand this event with regard to long-term
variability have been lacking. Here we examine 1,200 y of stream-
flow from a network of 17 new tree-ring–based reconstructions
for gages across the upper Missouri basin and an independent
reconstruction of warm-season regional temperature in order to
place the recent drought in a long-term climate context. We find
that temperature has increasingly influenced the severity of
drought events by decreasing runoff efficiency in the basin since
the late 20th century (1980s) onward. The occurrence of extreme
heat, higher evapotranspiration, and associated low-flow condi-
tions across the basin has increased substantially over the 20th
and 21st centuries, and recent warming aligns with increasing
drought severities that rival or exceed any estimated over the last
12 centuries. Future warming is anticipated to cause increasingly
severe droughts by enhancing water deficits that could prove chal-
lenging for water management.

drought severity | streamflow | temperature | precipitation | water
resources

In much of the western United States (hereafter “the West”),
water demand (i.e., the combination of atmospheric demands,

ecological requirements, and consumptive use) is approaching or
has exceeded supply, making the threat of future drought an
increasing concern for water managers (1–5). Prolonged drought
can disrupt agricultural systems and economies (6–9), challenge
river system control and navigation (10, 11), and complicate
management of sensitive ecological resources (12, 13). Recently,
ample evidence has emerged to suggest that the severity of
several regional 21st-century droughts has exceeded the severity
of historical drought events; these recent extreme droughts in-
clude the 2011 to 2016 California drought (14, 15) and the 2000
to 2015 (16, 17) drought in the Colorado River basin.
Conspicuously absent thus far from investigations of recent

droughts has been the Missouri River, the longest river in North
America draining the largest independent river basin in the
United States (18). Similar to California (14) and the Upper
Colorado River Basin (16, 17), parts of the early 21st century
have been remarkably dry across the Upper Missouri River Basin
(UMRB) (19). In fact, our assessment of streamflow for the
UMRB suggests that the widespread drought period of 2000 to
2010, termed the “turn-of-the-century drought” by Cook et al.
(19), was a period of observationally unprecedented and sustained

hydrologic drought likely surpassing even the drought of the Dust
Bowl period.
Northern Hemisphere summer temperatures are now likely

higher than they have been in the last 1,200 y (20), and the
unique combination of recent anomalously high temperatures
(20) and severe droughts across much of the West (14, 16, 17)
has led numerous researchers to revisit the role of temperature
in changing the timing and efficiency of runoff in the new mil-
lennium (16, 21–24). Evidence suggests that across much of the
West atmospheric moisture demands due to warming are reducing

Significance

Recent decades have seen droughts across multiple US river ba-
sins that are unprecedented over the last century and potentially
longer. Understanding the drivers of drought in a long-term
context requires extending instrumental data with paleoclimatic
data. Here, a network of new millennial-length streamflow re-
constructions and a regional temperature reconstruction from
tree rings place 20th and early 21st century drought severity in
the Upper Missouri River basin into a long-term context. Across
the headwaters of the United States’ largest river basin, we
estimated region-wide, decadal-scale drought severity during
the “turn-of-the-century drought” ca. 2000 to 2010 was potentially
unprecedented over the last millennium. Warming temperatures
have likely increasingly influenced streamflow by decreasing
runoff efficiency since at least the late 20th century.
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Across the Upper Missouri River Basin, the recent drought of 2000
to 2010, known as the “turn-of-the-century drought,” was likely
more severe than any in the instrumental record including the
Dust Bowl drought. However, until now, adequate proxy records
needed to better understand this event with regard to long-term
variability have been lacking. Here we examine 1,200 y of stream-
flow from a network of 17 new tree-ring–based reconstructions
for gages across the upper Missouri basin and an independent
reconstruction of warm-season regional temperature in order to
place the recent drought in a long-term climate context. We find
that temperature has increasingly influenced the severity of
drought events by decreasing runoff efficiency in the basin since
the late 20th century (1980s) onward. The occurrence of extreme
heat, higher evapotranspiration, and associated low-flow condi-
tions across the basin has increased substantially over the 20th
and 21st centuries, and recent warming aligns with increasing
drought severities that rival or exceed any estimated over the last
12 centuries. Future warming is anticipated to cause increasingly
severe droughts by enhancing water deficits that could prove chal-
lenging for water management.
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In much of the western United States (hereafter “the West”),
water demand (i.e., the combination of atmospheric demands,

ecological requirements, and consumptive use) is approaching or
has exceeded supply, making the threat of future drought an
increasing concern for water managers (1–5). Prolonged drought
can disrupt agricultural systems and economies (6–9), challenge
river system control and navigation (10, 11), and complicate
management of sensitive ecological resources (12, 13). Recently,
ample evidence has emerged to suggest that the severity of
several regional 21st-century droughts has exceeded the severity
of historical drought events; these recent extreme droughts in-
clude the 2011 to 2016 California drought (14, 15) and the 2000
to 2015 (16, 17) drought in the Colorado River basin.
Conspicuously absent thus far from investigations of recent

droughts has been the Missouri River, the longest river in North
America draining the largest independent river basin in the
United States (18). Similar to California (14) and the Upper
Colorado River Basin (16, 17), parts of the early 21st century
have been remarkably dry across the Upper Missouri River Basin
(UMRB) (19). In fact, our assessment of streamflow for the
UMRB suggests that the widespread drought period of 2000 to
2010, termed the “turn-of-the-century drought” by Cook et al.
(19), was a period of observationally unprecedented and sustained

hydrologic drought likely surpassing even the drought of the Dust
Bowl period.
Northern Hemisphere summer temperatures are now likely

higher than they have been in the last 1,200 y (20), and the
unique combination of recent anomalously high temperatures
(20) and severe droughts across much of the West (14, 16, 17)
has led numerous researchers to revisit the role of temperature
in changing the timing and efficiency of runoff in the new mil-
lennium (16, 21–24). Evidence suggests that across much of the
West atmospheric moisture demands due to warming are reducing
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Recent decades have seen droughts across multiple US river ba-
sins that are unprecedented over the last century and potentially
longer. Understanding the drivers of drought in a long-term
context requires extending instrumental data with paleoclimatic
data. Here, a network of new millennial-length streamflow re-
constructions and a regional temperature reconstruction from
tree rings place 20th and early 21st century drought severity in
the Upper Missouri River basin into a long-term context. Across
the headwaters of the United States’ largest river basin, we
estimated region-wide, decadal-scale drought severity during
the “turn-of-the-century drought” ca. 2000 to 2010 was potentially
unprecedented over the last millennium. Warming temperatures
have likely increasingly influenced streamflow by decreasing
runoff efficiency since at least the late 20th century.
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REVIEW

On the essentials of drought in a changing climate
Toby R. Ault

Droughts of the future are likely to be more frequent, severe, and longer lasting than they have been in
recent decades, but drought risks will be lower if greenhouse gas emissions are cut aggressively. This
review presents a synopsis of the tools required for understanding the statistics, physics, and dynamics of
drought and its causes in a historical context. Although these tools have been applied most extensively in the
United States, Europe, and the Amazon region, they have not been as widely used in other drought-prone
regions throughout the rest of the world, presenting opportunities for future research. Water resource
managers, early career scientists, and veteran drought researchers will likely see opportunities to improve our
understanding of drought.

U
nlike most natural disasters, but like a
disease, a drought begins before it pre-
sents any symptoms (1). To understand
this, imagine that it is May of 2013 and
that you are a farmer in the Caribbean.

It has been a little dry recently but otherwise
all seems well ahead of the summer rains.
The weather is warm, the skies are clear, and
the horizon has a yellowish hue from dust
carried across the Atlantic from the far-off
Sahel (2). Although you do not know it yet,
the worst drought in at least half a century
has already begun (2). Before it is over, it
will persist for 3 years, push 2 million people
into food insecurity, and affect nearly every
island in the Caribbean (2).
In the United States, drought cost $250 bil-

lion in damages and killed nearly 3000 peo-
ple between 1980 and 2020, making it the
costliest natural disaster and the second
most deadly one (3). Over the last 12 cen-
turies of human civilization, multidecadal
megadroughts contributed to the demise
of some of the most complex societies of the
preindustrial era, including the Khmer and
Mayan Empires, the Puebloan cliff dwellers
of the southwestern United States, and the
Yuan Dynasty of China (4). TheOld Testament
vividly describes drought as a punishment from
God that left “Judah wailing, her cities lan-
guishing, the land cracked, and wild donkeys
standing on barren heights, panting like
jackals.” Adding, “Even the doe in the field
deserts her newborn fawn because there is
no grass” (Jeremiah 14).
Droughts of the future may eclipse those of

past centuries in their duration, severity, and
frequency (5, 6). Although aggressively cutting
greenhouse gas emissions reduces these risks,
even low levels of warming could amplify
drought hazards across much of the world,
including the Caribbean, Central America,
Brazil, western Europe, central Africa, South-
east Asia, and Australia (6, 7).

Defining drought
Although the crisis of drought is easily recog-
nized, there is no universally accepted crite-
rion for what constitutes one (4, 8–10). Instead,
multiple definitions, indices, and metrics exist
to meet the particular needs of different re-
search communities or applications (10). What
they have in common was adroitly articulated
by the late Kelly Redmond: They are intervals
of time when “the supply of moisture fails to
meet its demand” (9). Whereas the atmosphere
delivers the supply ofmoisture, thedemand for it
arises from countless sources—a hot, dry atmo-
sphere demands water vapor from the surface;
plants demandwater for transpiration; and our
infrastructure demands water resources for ir-
rigation,municipalwater supply, andhydroelec-
tric power generation, amongmany other uses.
Droughts are classified according to their

impact (8, 10), which imposes an approximate
time scale for each type. A meteorological
drought stems from rainfall shortages over a
period of weeks, whereas an agricultural
drought exacts crop losses and may linger for
months. A hydrological drought develops on
seasonal to interannual time horizons by de-
pleting streamflow or reservoir levels.
Socioeconomic droughts, which affect water

resources required for human applications (e.g.,
municipal drinking water), arise from either a
shortage of supply or an excess of demand (10).
Although the rest of this review will focus on
the physics of meteorological and agricultural
drought in a changing climate, the basic ideas
are broadly relevant to other types of droughts.

An analytical arsenal for drought research

A simple “bucket” model (Eq. 1) builds on the
concept of drought as a phenomenon that
arises from either a shortage of precipitation
supply (P) or an excess of evapotranspiration
demand (E) [e.g., (11) and references therein]:

P ! E ¼ dS
dt

þ Ro þ Gw ð1Þ

where the terms on the right are changes in
soil moisture storage (dS/dt), runoff (Ro), and
groundwater flow (Gw) (11).

In principle, if we had observations of pre-
cipitation minus evapotranspiration (P – E),
dS/dt, and Ro going back at least a century,
then we could readily characterize drought
variability on intraseasonal to multidecadal
time horizons. In practice, only precipitation
measurements are available from the past few
decades, and those records are subject to large
uncertainties that affect our understanding of
drought (12). Measuring E and dS/dt accurate-
ly and consistently across space and through
time has vexed drought scientists for gener-
ations (8, 13).

Drought indices

As an alternative to measuring soil moisture
directly, drought indices track relative depar-
tures from normal conditions (14, 15). The full
palette of drought indices available for re-
searchers and water resource managers is
described in other reviews (8, 10), and new
indices are routinely added to this collection
(16). Broadly, they fall into two categories:
indices that track the supply of moisture from
precipitation alone (17) and those that approx-
imate the balance of moisture arising from the
combined effects of precipitation, evapotrans-
piration, and, sometimes, storage (14, 15).
The Standardized Precipitation Index (SPI)

(17) is designed to track precipitation deficits
and surpluses across multiple time scales (e.g.,
1, 3, or 12 months), making it ideal for differ-
entiating between different types of drought
(e.g., meteorological versus agricultural). How-
ever, the SPI’s exclusion of evapotranspiration
limits its usefulness for some applications and
research questions (15). The Standardized Pre-
cipitation Evapotranspiration Index (SPEI) (15)
was developed to address this limitation while
preserving the robust statistical features of
the SPI.
Both the SPI and the SPEI emerged to fill a

need for drought indices that was imperfectly
carved out by the Palmer Drought Severity In-
dex (PDSI) several decades earlier (14). Like
the SPEI, PDSI approximates evapotranspira-
tion demand, but it also accounts for moisture
storage by different types of soils (14). The
“self-calibrating” PDSI (18) is most appropri-
ate for large-scale studies of drought variabil-
ity and long-term change (12, 19–21). Even so,
themagnitude of future change expected from
the PDSI depends strongly on its formulation
and the historical data used to calibrate it (21).
The SPEI and PDSI depend on simplified

estimates of potential evapotranspiration (PET)
that must be parameterized, and doing so ac-
curately requires meteorological variables
beyondprecipitation (12, 21). Consider thewide-
ly used, physically based Penman-Montieth
equation, which approximates PET as a func-
tion of net surface radiation (Rn), soil heat
flux (G), water vapor pressure deficit (es − ea),
slope of the temperature-saturation vapor
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REVIEW

On the essentials of drought in a changing climate
Toby R. Ault

Droughts of the future are likely to be more frequent, severe, and longer lasting than they have been in
recent decades, but drought risks will be lower if greenhouse gas emissions are cut aggressively. This
review presents a synopsis of the tools required for understanding the statistics, physics, and dynamics of
drought and its causes in a historical context. Although these tools have been applied most extensively in the
United States, Europe, and the Amazon region, they have not been as widely used in other drought-prone
regions throughout the rest of the world, presenting opportunities for future research. Water resource
managers, early career scientists, and veteran drought researchers will likely see opportunities to improve our
understanding of drought.

U
nlike most natural disasters, but like a
disease, a drought begins before it pre-
sents any symptoms (1). To understand
this, imagine that it is May of 2013 and
that you are a farmer in the Caribbean.

It has been a little dry recently but otherwise
all seems well ahead of the summer rains.
The weather is warm, the skies are clear, and
the horizon has a yellowish hue from dust
carried across the Atlantic from the far-off
Sahel (2). Although you do not know it yet,
the worst drought in at least half a century
has already begun (2). Before it is over, it
will persist for 3 years, push 2 million people
into food insecurity, and affect nearly every
island in the Caribbean (2).
In the United States, drought cost $250 bil-

lion in damages and killed nearly 3000 peo-
ple between 1980 and 2020, making it the
costliest natural disaster and the second
most deadly one (3). Over the last 12 cen-
turies of human civilization, multidecadal
megadroughts contributed to the demise
of some of the most complex societies of the
preindustrial era, including the Khmer and
Mayan Empires, the Puebloan cliff dwellers
of the southwestern United States, and the
Yuan Dynasty of China (4). TheOld Testament
vividly describes drought as a punishment from
God that left “Judah wailing, her cities lan-
guishing, the land cracked, and wild donkeys
standing on barren heights, panting like
jackals.” Adding, “Even the doe in the field
deserts her newborn fawn because there is
no grass” (Jeremiah 14).
Droughts of the future may eclipse those of

past centuries in their duration, severity, and
frequency (5, 6). Although aggressively cutting
greenhouse gas emissions reduces these risks,
even low levels of warming could amplify
drought hazards across much of the world,
including the Caribbean, Central America,
Brazil, western Europe, central Africa, South-
east Asia, and Australia (6, 7).

Defining drought
Although the crisis of drought is easily recog-
nized, there is no universally accepted crite-
rion for what constitutes one (4, 8–10). Instead,
multiple definitions, indices, and metrics exist
to meet the particular needs of different re-
search communities or applications (10). What
they have in common was adroitly articulated
by the late Kelly Redmond: They are intervals
of time when “the supply of moisture fails to
meet its demand” (9). Whereas the atmosphere
delivers the supply ofmoisture, thedemand for it
arises from countless sources—a hot, dry atmo-
sphere demands water vapor from the surface;
plants demandwater for transpiration; and our
infrastructure demands water resources for ir-
rigation,municipalwater supply, andhydroelec-
tric power generation, amongmany other uses.
Droughts are classified according to their

impact (8, 10), which imposes an approximate
time scale for each type. A meteorological
drought stems from rainfall shortages over a
period of weeks, whereas an agricultural
drought exacts crop losses and may linger for
months. A hydrological drought develops on
seasonal to interannual time horizons by de-
pleting streamflow or reservoir levels.
Socioeconomic droughts, which affect water

resources required for human applications (e.g.,
municipal drinking water), arise from either a
shortage of supply or an excess of demand (10).
Although the rest of this review will focus on
the physics of meteorological and agricultural
drought in a changing climate, the basic ideas
are broadly relevant to other types of droughts.

An analytical arsenal for drought research

A simple “bucket” model (Eq. 1) builds on the
concept of drought as a phenomenon that
arises from either a shortage of precipitation
supply (P) or an excess of evapotranspiration
demand (E) [e.g., (11) and references therein]:

P ! E ¼ dS
dt

þ Ro þ Gw ð1Þ

where the terms on the right are changes in
soil moisture storage (dS/dt), runoff (Ro), and
groundwater flow (Gw) (11).

In principle, if we had observations of pre-
cipitation minus evapotranspiration (P – E),
dS/dt, and Ro going back at least a century,
then we could readily characterize drought
variability on intraseasonal to multidecadal
time horizons. In practice, only precipitation
measurements are available from the past few
decades, and those records are subject to large
uncertainties that affect our understanding of
drought (12). Measuring E and dS/dt accurate-
ly and consistently across space and through
time has vexed drought scientists for gener-
ations (8, 13).

Drought indices

As an alternative to measuring soil moisture
directly, drought indices track relative depar-
tures from normal conditions (14, 15). The full
palette of drought indices available for re-
searchers and water resource managers is
described in other reviews (8, 10), and new
indices are routinely added to this collection
(16). Broadly, they fall into two categories:
indices that track the supply of moisture from
precipitation alone (17) and those that approx-
imate the balance of moisture arising from the
combined effects of precipitation, evapotrans-
piration, and, sometimes, storage (14, 15).
The Standardized Precipitation Index (SPI)

(17) is designed to track precipitation deficits
and surpluses across multiple time scales (e.g.,
1, 3, or 12 months), making it ideal for differ-
entiating between different types of drought
(e.g., meteorological versus agricultural). How-
ever, the SPI’s exclusion of evapotranspiration
limits its usefulness for some applications and
research questions (15). The Standardized Pre-
cipitation Evapotranspiration Index (SPEI) (15)
was developed to address this limitation while
preserving the robust statistical features of
the SPI.
Both the SPI and the SPEI emerged to fill a

need for drought indices that was imperfectly
carved out by the Palmer Drought Severity In-
dex (PDSI) several decades earlier (14). Like
the SPEI, PDSI approximates evapotranspira-
tion demand, but it also accounts for moisture
storage by different types of soils (14). The
“self-calibrating” PDSI (18) is most appropri-
ate for large-scale studies of drought variabil-
ity and long-term change (12, 19–21). Even so,
themagnitude of future change expected from
the PDSI depends strongly on its formulation
and the historical data used to calibrate it (21).
The SPEI and PDSI depend on simplified

estimates of potential evapotranspiration (PET)
that must be parameterized, and doing so ac-
curately requires meteorological variables
beyondprecipitation (12, 21). Consider thewide-
ly used, physically based Penman-Montieth
equation, which approximates PET as a func-
tion of net surface radiation (Rn), soil heat
flux (G), water vapor pressure deficit (es − ea),
slope of the temperature-saturation vapor
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DROUGHT

Large contribution from anthropogenic warming
to an emerging North American megadrought
A. Park Williams1*, Edward R. Cook1, Jason E. Smerdon1, Benjamin I. Cook1,2, John T. Abatzoglou3,4,
Kasey Bolles1, Seung H. Baek1,5, Andrew M. Badger6,7,8, Ben Livneh6,9

Severe and persistent 21st-century drought in southwestern North America (SWNA) motivates
comparisons to medieval megadroughts and questions about the role of anthropogenic climate change.
We use hydrological modeling and new 1200-year tree-ring reconstructions of summer soil moisture
to demonstrate that the 2000–2018 SWNA drought was the second driest 19-year period since
800 CE, exceeded only by a late-1500s megadrought. The megadrought-like trajectory of 2000–2018
soil moisture was driven by natural variability superimposed on drying due to anthropogenic
warming. Anthropogenic trends in temperature, relative humidity, and precipitation estimated from
31 climate models account for 47% (model interquartiles of 35 to 105%) of the 2000–2018 drought
severity, pushing an otherwise moderate drought onto a trajectory comparable to the worst SWNA
megadroughts since 800 CE.

S
outhwesternNorthAmerica (SWNA;west-
ern United States and northern Mexico:
30°N to 45°N, 105°W to 125°W) has been
anomalously dry and warm in the 21st
century relative to the 20th century (1–3).

The 21st-century drought severity has been re-
flected in reduced snowpack (4), reduced river
flow and lake levels (5), declines in ground-
water availability (6, 7), shifts in agricultural
activities (8), forest drought stress (9), increased
wildfire activity (10), and reduced vegetation
carbon uptake (11).
Paleoclimatic proxies indicate that SWNA

experienced many severe swings in hydrocli-
mate before the observed period. In particular,
tree-ring records reveal several megadrought
events during the Medieval era and subse-
quent centuries (~850–1600 CE) that dwarfed
all droughts in the following 400 years in in-
tensity andduration (12). Thesemegadroughts
were likely associated with cool eastern trop-
ical Pacific sea surface temperatures, which pro-
mote an atmospheric wave train that blocks
Pacific storms from reaching SWNA (13–15).
Any attribution of recent drought to anthro-
pogenic climate change must consider this re-
gion’s capacity for large internal hydroclimatic
variability (16, 17). Although 21st-century drought

conditions have been clearly promoted by nat-
ural Pacific Ocean variability (18–20), certain
elements are also consistent with projected
drying due to anthropogenic radiative forcing
(21–23). Cold-seasonprecipitationdeficits across
the southwestern United States and north-
ern Mexico are consistent with modeled pole-
ward expansion of the subtropics, albeit with
large uncertainties in models and observa-
tions (24, 25). Observed warming since the
early 1900s is more uniformly consistent with
model simulations of anthropogenic trends,
decreasing SWNA runoff and warm-season
soil moisture by reducing snowpack and in-
creasing evaporative demand (26–28). Mod-
els project that 21st-century SWNA summer
droughts will intensify owing to declining
spring precipitation in the southern portion of
the region and continued warming-induced
reductions of summer runoff and soil mois-
ture (22–24, 29).
Here, we use 1586 tree-ring chronologies

to reconstruct 0- to 200-cm summer (June to
August) soil moisture and snow water equiva-
lent (hereinafter termed “soil moisture” collec-
tively) anomalies ona0.5° latitude-longitudegrid
back to 800 CE across westernNorth America
[(30); Fig. 1]. Soil-moisture anomalies are
standardized relative to the entire 800–2018
CE period, and the magnitude of negative
anomalies indicates drought severity. The soil-
moisture record targeted in the reconstruction
covers 1901–2018 and is referred to as Noah-
calibrated soil moisture (31). Because true ob-
servations of soil moisture do not exist, this
soil-moisture record is modeled based on ob-
served climate.Monthly precipitation, temper-
ature, humidity, wind speed, and radiation
data are used to force a bucket-type water-
balance model with intermonth persistence
tuned to emulate the Community Noah land-
surfacemodel (32) (fig. S1). The reconstruction
method is the same method that has been

used to develop previous continental drought
atlases (16). Reconstruction skill is evaluated
as the squared Pearson’s correlation (R2) be-
tween observations during the 1901–1983
calibration period and out-of-sample recon-
struction values that were calculated by using
leave-10-out cross-validation (30). Reconstruc-
tion skill is highly significant (P < 0.01) across
much of SWNA (Fig. 1A). The cross-validated
R2 for the SWNA regionally averaged recon-
struction is 0.86 back to 1700 CE (Fig. 1B). Skill
reduces back in time owing to loss of tree-ring
chronologies but remains above 0.73, even
when using the subset of tree-ring chronolo-
gies extending back to 800 CE (Fig. 1B).
We evaluated 19-year running means of

reconstructed and observed soil-moisture
anomalies for explicit contextualization of the
dry 2000–2018 period. Running-mean values
are assigned to the final year in each 19-year
window. During 800–2018 CE, there were 40
prolonged drought events with more than one
negative SWNA 19-year running-mean soil-
moisture anomaly. We rank the severity of
each prolonged drought event based on the
event’s most negative 19-year soil-moisture
anomaly. Definitions of megadrought vary,
but in North America, they generally refer to
multidecade drought events that contained
periods of very high severity and were longer
lasting than any event observed in the 19th
or 20th centuries (12). Here we identify the
strongest SWNAmegadroughts in the recon-
struction as the prolonged drought events
that contained at least one 19-year anomaly
that was 0.25 standard deviations (s) more neg-
ative than any observed in the 20th century.
The regionally averaged SWNA reconstruction
(Fig. 1C) reveals four megadroughts that sat-
isfy this criterion in the late 800s, mid-1100s,
1200s, and late 1500s.
The 21st-century prolonged drought event

(still ongoing as of 2020 given our definition)
registered its first negative SWNA 19-year
anomaly in 1996–2014, and its most negative
anomaly (2000–2018) was −0.74 s; the late-
1500smegadrought was the only reconstructed
eventwithamorenegative 19-year soil-moisture
anomaly than that in 2000–2018 (Fig. 1C).
The most severe SWNA 19-year soil moisture
anomaly during the late-1500s megadrought
was −0.80 s in 1575–1593. The 2000–2018
drought severity was nevertheless within the
uncertainty ranges of several other 19-year
drought severities, and the late-1500s event
contained six 19-year anomalies more nega-
tive than that in 2000–2018. Within SWNA,
local drought rankings during the 21st-century
event were generally not as high as the rank-
ing of the regionally averaged drought (Fig.
1D). Only 37% of SWNA experienced a local
19-year drought severity that ranked among
the top five since 800 CE, a smaller aerial
extent of high-ranking drought than occurred
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Severe and persistent 21st-century drought in southwestern North America (SWNA) motivates
comparisons to medieval megadroughts and questions about the role of anthropogenic climate change.
We use hydrological modeling and new 1200-year tree-ring reconstructions of summer soil moisture
to demonstrate that the 2000–2018 SWNA drought was the second driest 19-year period since
800 CE, exceeded only by a late-1500s megadrought. The megadrought-like trajectory of 2000–2018
soil moisture was driven by natural variability superimposed on drying due to anthropogenic
warming. Anthropogenic trends in temperature, relative humidity, and precipitation estimated from
31 climate models account for 47% (model interquartiles of 35 to 105%) of the 2000–2018 drought
severity, pushing an otherwise moderate drought onto a trajectory comparable to the worst SWNA
megadroughts since 800 CE.

S
outhwesternNorthAmerica (SWNA;west-
ern United States and northern Mexico:
30°N to 45°N, 105°W to 125°W) has been
anomalously dry and warm in the 21st
century relative to the 20th century (1–3).

The 21st-century drought severity has been re-
flected in reduced snowpack (4), reduced river
flow and lake levels (5), declines in ground-
water availability (6, 7), shifts in agricultural
activities (8), forest drought stress (9), increased
wildfire activity (10), and reduced vegetation
carbon uptake (11).
Paleoclimatic proxies indicate that SWNA

experienced many severe swings in hydrocli-
mate before the observed period. In particular,
tree-ring records reveal several megadrought
events during the Medieval era and subse-
quent centuries (~850–1600 CE) that dwarfed
all droughts in the following 400 years in in-
tensity andduration (12). Thesemegadroughts
were likely associated with cool eastern trop-
ical Pacific sea surface temperatures, which pro-
mote an atmospheric wave train that blocks
Pacific storms from reaching SWNA (13–15).
Any attribution of recent drought to anthro-
pogenic climate change must consider this re-
gion’s capacity for large internal hydroclimatic
variability (16, 17). Although 21st-century drought

conditions have been clearly promoted by nat-
ural Pacific Ocean variability (18–20), certain
elements are also consistent with projected
drying due to anthropogenic radiative forcing
(21–23). Cold-seasonprecipitationdeficits across
the southwestern United States and north-
ern Mexico are consistent with modeled pole-
ward expansion of the subtropics, albeit with
large uncertainties in models and observa-
tions (24, 25). Observed warming since the
early 1900s is more uniformly consistent with
model simulations of anthropogenic trends,
decreasing SWNA runoff and warm-season
soil moisture by reducing snowpack and in-
creasing evaporative demand (26–28). Mod-
els project that 21st-century SWNA summer
droughts will intensify owing to declining
spring precipitation in the southern portion of
the region and continued warming-induced
reductions of summer runoff and soil mois-
ture (22–24, 29).
Here, we use 1586 tree-ring chronologies

to reconstruct 0- to 200-cm summer (June to
August) soil moisture and snow water equiva-
lent (hereinafter termed “soil moisture” collec-
tively) anomalies ona0.5° latitude-longitudegrid
back to 800 CE across westernNorth America
[(30); Fig. 1]. Soil-moisture anomalies are
standardized relative to the entire 800–2018
CE period, and the magnitude of negative
anomalies indicates drought severity. The soil-
moisture record targeted in the reconstruction
covers 1901–2018 and is referred to as Noah-
calibrated soil moisture (31). Because true ob-
servations of soil moisture do not exist, this
soil-moisture record is modeled based on ob-
served climate.Monthly precipitation, temper-
ature, humidity, wind speed, and radiation
data are used to force a bucket-type water-
balance model with intermonth persistence
tuned to emulate the Community Noah land-
surfacemodel (32) (fig. S1). The reconstruction
method is the same method that has been

used to develop previous continental drought
atlases (16). Reconstruction skill is evaluated
as the squared Pearson’s correlation (R2) be-
tween observations during the 1901–1983
calibration period and out-of-sample recon-
struction values that were calculated by using
leave-10-out cross-validation (30). Reconstruc-
tion skill is highly significant (P < 0.01) across
much of SWNA (Fig. 1A). The cross-validated
R2 for the SWNA regionally averaged recon-
struction is 0.86 back to 1700 CE (Fig. 1B). Skill
reduces back in time owing to loss of tree-ring
chronologies but remains above 0.73, even
when using the subset of tree-ring chronolo-
gies extending back to 800 CE (Fig. 1B).
We evaluated 19-year running means of

reconstructed and observed soil-moisture
anomalies for explicit contextualization of the
dry 2000–2018 period. Running-mean values
are assigned to the final year in each 19-year
window. During 800–2018 CE, there were 40
prolonged drought events with more than one
negative SWNA 19-year running-mean soil-
moisture anomaly. We rank the severity of
each prolonged drought event based on the
event’s most negative 19-year soil-moisture
anomaly. Definitions of megadrought vary,
but in North America, they generally refer to
multidecade drought events that contained
periods of very high severity and were longer
lasting than any event observed in the 19th
or 20th centuries (12). Here we identify the
strongest SWNAmegadroughts in the recon-
struction as the prolonged drought events
that contained at least one 19-year anomaly
that was 0.25 standard deviations (s) more neg-
ative than any observed in the 20th century.
The regionally averaged SWNA reconstruction
(Fig. 1C) reveals four megadroughts that sat-
isfy this criterion in the late 800s, mid-1100s,
1200s, and late 1500s.
The 21st-century prolonged drought event

(still ongoing as of 2020 given our definition)
registered its first negative SWNA 19-year
anomaly in 1996–2014, and its most negative
anomaly (2000–2018) was −0.74 s; the late-
1500smegadrought was the only reconstructed
eventwithamorenegative 19-year soil-moisture
anomaly than that in 2000–2018 (Fig. 1C).
The most severe SWNA 19-year soil moisture
anomaly during the late-1500s megadrought
was −0.80 s in 1575–1593. The 2000–2018
drought severity was nevertheless within the
uncertainty ranges of several other 19-year
drought severities, and the late-1500s event
contained six 19-year anomalies more nega-
tive than that in 2000–2018. Within SWNA,
local drought rankings during the 21st-century
event were generally not as high as the rank-
ing of the regionally averaged drought (Fig.
1D). Only 37% of SWNA experienced a local
19-year drought severity that ranked among
the top five since 800 CE, a smaller aerial
extent of high-ranking drought than occurred
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DRYLAND ECOLOGY

Global ecosystem thresholds driven by aridity
Miguel Berdugo1,2*, Manuel Delgado-Baquerizo1,3, Santiago Soliveres1,4, Rocío Hernández-Clemente5,
Yanchuang Zhao6,7, Juan J. Gaitán8,9,10, Nicolas Gross11, Hugo Saiz12, Vincent Maire13,
Anika Lehman14,15, Matthias C. Rillig14,15, Ricard V. Solé2,16, Fernando T. Maestre1,4

Aridity, which is increasing worldwide because of climate change, affects the structure and
functioning of dryland ecosystems. Whether aridification leads to gradual (versus abrupt) and
systemic (versus specific) ecosystem changes is largely unknown. We investigated how 20 structural
and functional ecosystem attributes respond to aridity in global drylands. Aridification led to
systemic and abrupt changes in multiple ecosystem attributes. These changes occurred sequentially
in three phases characterized by abrupt decays in plant productivity, soil fertility, and plant
cover and richness at aridity values of 0.54, 0.7, and 0.8, respectively. More than 20% of the
terrestrial surface will cross one or several of these thresholds by 2100, which calls for immediate
actions to minimize the negative impacts of aridification on essential ecosystem services for the
more than 2 billion people living in drylands.

D
rylands, areas where rainfall is <65% of
evaporative demand (1), cover ~45% of
emerged lands (2) and are especially
vulnerable to climate change and land
degradation (3, 4). Increasing aridity

[calculated as 1 – (precipitation/potential evapo-
transpiration)] is a major imprint of climate
change in global drylands (3) and will affect
multiple ecosystem structural and functional
attributes [e.g., nutrient cycling, plant produc-
tivity, and microbial communities (5)]. How-
ever, it remains to be elucidatedwhether these
impacts will be gradual or abrupt (5–7). Recent
research (1, 8) has shown abrupt losses of soil
nutrient availability in the transition between
semiarid and arid ecosystems (aridity levels
~0.7). Likewise, modeling studies have pre-
dicted the existence of single thresholds in
particular structural attributes such as veg-
etation cover or spatial pattern along climatic
gradients (9). Whether nonlinear responses
of ecosystem attributes to increases in aridity
are the norm rather than the exception and
if these responses exhibit single or multiple
thresholds remain largely unknown. Ecosystem
attributes are highly interconnected (5, 10, 11);
therefore, changes in a given attribute induced
by increases in aridity may trigger sequential
changes in others that depend on it but work
at different spatial (12) or temporal (10) scales.
If these interconnected changes are abrupt,
then this could potentially result in a series
of aridity thresholds affecting multiple eco-
systemattributes. For instance, increasing arid-
ity may cause a rapid shift in the composition

of soil microbes, which in turn may trigger
changes in plant–microbial interactions that
later lead to changes in nutrient cycling and
plant community composition (13). Therefore,
understanding whether the interrelated re-
sponses of multiple ecosystem attributes to
increasing aridity cancel each other out, buf-
fering the negative impacts of climate change,
or if they are characterized by one or multiple
sequential ecosystemic thresholds that ampli-
fy them is crucial for improving forecasts of
ecosystem responses to climate change. This
information is also critical to depict vulner-
abilities in global drylands and to forecast the
provision of ecosystem services maintain-
ing the >2 billion people that inhabit these
areas worldwide, particularly in developing
countries (4).
Herein, we evaluated whether multiple eco-

system structural and functional attributes
exhibit linear or nonlinear responses to in-
creases in aridity and if these responses are
driven by the existence of single or multiple
thresholds in global drylands. To do so, we
compiled >50,000 data points that spanned
multiple biological organization levels (from
individuals to ecosystems) and global datasets,
including standardized laboratory measure-
ments, field surveys, map interpolations, and
remote sensing information (table S1 and fig.
S1). We evaluated 20 functional and structural
ecosystem attributes, including physical (e.g.,
albedo, soil texture, precipitation variability),
biological (e.g., plant cover, richness, functional
traits, microbial communities), and chemical

(e.g., soil organic carbon, leaf nitrogen) var-
iables. These attributes are strongly related
to the ability of drylands to provide essential
ecosystem services such as climate regula-
tion, nutrient cycling, and livestock produc-
tion [the most extensive land use in global
drylands (6)], and largely determine their re-
sponses to climate change and desertification
drivers (5). We also studied variables related to
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photosynthetic activity measured in situ on
809 plant species across the world (fig. S4).
Plants typically reduce their leaf area to adapt
to dry conditions (19), often increasing their
leaf mass/area ratio, nitrogen content, and
relative photosynthetic capacity per unit of
leaf area (20). However, our results suggest
that such leaf adaptation to drought may
compromise raw plant photosynthesis and
productivity, leading to a sharp decline in
these key ecosystem attributes at aridity lev-
els of ~0.54.
As aridity continues to increase, we identi-

fied a “soil disruption” phase characterized by
changes in multiple ecosystem structural and
functional attributes under aridity levels >0.7.
These changes include abrupt declines in soil
variables such as organic carbon (a key deter-
minant of soil fertility), total nitrogen and clay

contents, stability of aggregates, and relative
abundance of fungal functional groups (Fig.
2C and fig. S5). Observed reductions in soil
nutrients could be associated with decreased
plant-derived organic inputs into the soil, which
are driven by reductions in plant productivity
observed during the vegetation decline phase
and by drastic reductions in leaf nitrogen con-
tent occurring at aridity ~0.65 (Fig. 2B). This
notion is further supported by the sharp de-
cline in the positive effect of plant canopies
(regarding bare soil areas) on soil organic
carbon (Fig. 2D) and by the reduction in the
relative abundance of saprotrophic fungi (fig.
S5G), which are key drivers of the formation of
“fertility islands” in drylands (14). We specu-
late that this net reduction in the quantity and
quality of plant carbon inputs into the soil
may occur as a consequence of the excessive

costs needed for extracting water and nutrients
to keep a positive carbon gain under increas-
ingly arid conditions (21). Our results further
show abrupt declines in the relative abun-
dance of ectomycorrhizal fungi at this aridity
level (fig. S5H), which have also been linked
with abrupt changes in plant community com-
position and soil biogeochemical cycles (13).
Other changes observed beyond the 0.7 aridity
threshold include a decline in the frequency
of positive plant–plant interactions [fig. S5I
(22)], for which soil amelioration is a funda-
mental component (9, 23). During this soil
disruption phase, vegetation shifts from grass-
lands and savannahs to shrublands (fig. S5D),
which are better adapted to nutrient-poor and
sandy soils (23, 24). We also found a steep de-
crease in the overall sensitivity of vegetation
to climatic fluctuations (25) (fig. S5A), which
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Fig. 1. Sequence of abrupt responses in
global drylands as aridity increases.
Top: values of the 21 aridity thresholds
identified and their bootstrapped
confidence intervals. Each color identifies
a homogeneous set of variables that
do not overlap others and defines
phases of abrupt shifts. CV, coefficient
of variation; SOC, soil organic carbon;
NDVI, normalized difference vegetation
index. Bottom: schematic representation
of ecosystem changes associated with
the crossing of the three phases
identified in this study. The first
threshold, related to a decay in vegetation
productivity and photosynthetic activity,
occurs when crossing an aridity level
of ~0.54. At aridity levels of ~0.7, sharp
declines in soil fertility, plant nitrogen
content, and biotic (plant–soil, plant–plant)
interactions, and drastic compositional
changes in plant and soil microbial
communities are observed. Finally,
drastic reductions in plant cover,
increases in soil albedo, and shifts in
leaf traits toward stress avoidance
were detected at an aridity level of
~0.8. Illustration by DharmaBeren Studio.

RESEARCH | REPORT

on February 19, 2020
 

http://science.sciencem
ag.org/

D
ow

nloaded from
 

photosynthetic activity measured in situ on
809 plant species across the world (fig. S4).
Plants typically reduce their leaf area to adapt
to dry conditions (19), often increasing their
leaf mass/area ratio, nitrogen content, and
relative photosynthetic capacity per unit of
leaf area (20). However, our results suggest
that such leaf adaptation to drought may
compromise raw plant photosynthesis and
productivity, leading to a sharp decline in
these key ecosystem attributes at aridity lev-
els of ~0.54.
As aridity continues to increase, we identi-

fied a “soil disruption” phase characterized by
changes in multiple ecosystem structural and
functional attributes under aridity levels >0.7.
These changes include abrupt declines in soil
variables such as organic carbon (a key deter-
minant of soil fertility), total nitrogen and clay

contents, stability of aggregates, and relative
abundance of fungal functional groups (Fig.
2C and fig. S5). Observed reductions in soil
nutrients could be associated with decreased
plant-derived organic inputs into the soil, which
are driven by reductions in plant productivity
observed during the vegetation decline phase
and by drastic reductions in leaf nitrogen con-
tent occurring at aridity ~0.65 (Fig. 2B). This
notion is further supported by the sharp de-
cline in the positive effect of plant canopies
(regarding bare soil areas) on soil organic
carbon (Fig. 2D) and by the reduction in the
relative abundance of saprotrophic fungi (fig.
S5G), which are key drivers of the formation of
“fertility islands” in drylands (14). We specu-
late that this net reduction in the quantity and
quality of plant carbon inputs into the soil
may occur as a consequence of the excessive

costs needed for extracting water and nutrients
to keep a positive carbon gain under increas-
ingly arid conditions (21). Our results further
show abrupt declines in the relative abun-
dance of ectomycorrhizal fungi at this aridity
level (fig. S5H), which have also been linked
with abrupt changes in plant community com-
position and soil biogeochemical cycles (13).
Other changes observed beyond the 0.7 aridity
threshold include a decline in the frequency
of positive plant–plant interactions [fig. S5I
(22)], for which soil amelioration is a funda-
mental component (9, 23). During this soil
disruption phase, vegetation shifts from grass-
lands and savannahs to shrublands (fig. S5D),
which are better adapted to nutrient-poor and
sandy soils (23, 24). We also found a steep de-
crease in the overall sensitivity of vegetation
to climatic fluctuations (25) (fig. S5A), which

Berdugo et al., Science 367, 787–790 (2020) 14 February 2020 2 of 4

Fig. 1. Sequence of abrupt responses in
global drylands as aridity increases.
Top: values of the 21 aridity thresholds
identified and their bootstrapped
confidence intervals. Each color identifies
a homogeneous set of variables that
do not overlap others and defines
phases of abrupt shifts. CV, coefficient
of variation; SOC, soil organic carbon;
NDVI, normalized difference vegetation
index. Bottom: schematic representation
of ecosystem changes associated with
the crossing of the three phases
identified in this study. The first
threshold, related to a decay in vegetation
productivity and photosynthetic activity,
occurs when crossing an aridity level
of ~0.54. At aridity levels of ~0.7, sharp
declines in soil fertility, plant nitrogen
content, and biotic (plant–soil, plant–plant)
interactions, and drastic compositional
changes in plant and soil microbial
communities are observed. Finally,
drastic reductions in plant cover,
increases in soil albedo, and shifts in
leaf traits toward stress avoidance
were detected at an aridity level of
~0.8. Illustration by DharmaBeren Studio.

RESEARCH | REPORT

on February 19, 2020
 

http://science.sciencem
ag.org/

D
ow

nloaded from
 

L'aridité, qui augmente dans le monde en 
raison du changement climatique, affecte 
la structure et le fonctionnement des 
écosystèmes des zones arides.
On ignore en grande partie si 
l'aridification entraîne des changements 
graduels (par opposition à brusques) et 
systémiques (par opposition à 
spécifiques). 
Ces changements se sont produits 
séquentiellement en trois phases 
caractérisées par des dégradations 
brusques de la productivité des plantes, 
de la fertilité du sol et du couvert végétal 
et de la richesse à des valeurs d'aridité 
de 0,54, 0,7 et 0,8, respectivement. 
Plus de 20% de la surface terrestre 
franchira un ou plusieurs de ces seuils 
d'ici 2100.ARTICLE

Excess forest mortality is consistently linked to
drought across Europe
Cornelius Senf1✉, Allan Buras2, Christian S. Zang2, Anja Rammig2 & Rupert Seidl 1,3

Pulses of tree mortality caused by drought have been reported recently in forests around the

globe, but large-scale quantitative evidence is lacking for Europe. Analyzing high-resolution

annual satellite-based canopy mortality maps from 1987 to 2016 we here show that excess

forest mortality (i.e., canopy mortality exceeding the long-term mortality trend) is sig-

nificantly related to drought across continental Europe. The relationship between water

availability and mortality showed threshold behavior, with excess mortality increasing steeply

when the integrated climatic water balance from March to July fell below −1.6 standard

deviations of its long-term average. For −3.0 standard deviations the probability of excess

canopy mortality was 91.6% (83.8–97.5%). Overall, drought caused approximately 500,000

ha of excess forest mortality between 1987 and 2016 in Europe. We here provide evidence

that drought is an important driver of tree mortality at the continental scale, and suggest that

a future increase in drought could trigger widespread tree mortality in Europe.

https://doi.org/10.1038/s41467-020-19924-1 OPEN

1 Ecosystem Dynamics and Forest Management Group, Technical University of Munich, Hans-Carl-von-Carlowitz-Platz 2, 85354 Freising, Germany. 2 Land
Surface-Atmosphere Interactions, Technical University of Munich, Hans-Carl-von-Carlowitz-Platz 2, 85354 Freising, Germany. 3 Berchtesgaden National
Park, Doktorberg 6, 83471 Berchtesgaden, Germany. ✉email: cornelius.senf@tum.de

NATURE COMMUNICATIONS | ��������(2020)�11:6200� | https://doi.org/10.1038/s41467-020-19924-1 | www.nature.com/naturecommunications 1

12
34

56
78

9
0
()
:,;

ARTICLE

Excess forest mortality is consistently linked to
drought across Europe
Cornelius Senf1✉, Allan Buras2, Christian S. Zang2, Anja Rammig2 & Rupert Seidl 1,3

Pulses of tree mortality caused by drought have been reported recently in forests around the

globe, but large-scale quantitative evidence is lacking for Europe. Analyzing high-resolution

annual satellite-based canopy mortality maps from 1987 to 2016 we here show that excess

forest mortality (i.e., canopy mortality exceeding the long-term mortality trend) is sig-

nificantly related to drought across continental Europe. The relationship between water

availability and mortality showed threshold behavior, with excess mortality increasing steeply

when the integrated climatic water balance from March to July fell below −1.6 standard

deviations of its long-term average. For −3.0 standard deviations the probability of excess

canopy mortality was 91.6% (83.8–97.5%). Overall, drought caused approximately 500,000

ha of excess forest mortality between 1987 and 2016 in Europe. We here provide evidence

that drought is an important driver of tree mortality at the continental scale, and suggest that

a future increase in drought could trigger widespread tree mortality in Europe.

https://doi.org/10.1038/s41467-020-19924-1 OPEN

1 Ecosystem Dynamics and Forest Management Group, Technical University of Munich, Hans-Carl-von-Carlowitz-Platz 2, 85354 Freising, Germany. 2 Land
Surface-Atmosphere Interactions, Technical University of Munich, Hans-Carl-von-Carlowitz-Platz 2, 85354 Freising, Germany. 3 Berchtesgaden National
Park, Doktorberg 6, 83471 Berchtesgaden, Germany. ✉email: cornelius.senf@tum.de

NATURE COMMUNICATIONS | ��������(2020)�11:6200� | https://doi.org/10.1038/s41467-020-19924-1 | www.nature.com/naturecommunications 1

12
34

56
78

90
()
:,;



Sortir de l’approche en silos, biodiversité et climat

27

Des effets globaux

REVIEW
◥

FOREST ECOLOGY

Pervasive shifts in forest dynamics
in a changing world
Nate G. McDowell1*, Craig D. Allen2, Kristina Anderson-Teixeira3,4, Brian H. Aukema5,
Ben Bond-Lamberty6, Louise Chini7, James S. Clark8, Michael Dietze9, Charlotte Grossiord10,
Adam Hanbury-Brown11, George C. Hurtt7, Robert B. Jackson12, Daniel J. Johnson13,
Lara Kueppers11,14, Jeremy W. Lichstein15, Kiona Ogle16, Benjamin Poulter17, Thomas A. M. Pugh18,19,
Rupert Seidl20,21, Monica G. Turner22, Maria Uriarte23, Anthony P. Walker24, Chonggang Xu25

Forest dynamics arise from the interplay of environmental drivers and disturbances with the demographic
processes of recruitment, growth, and mortality, subsequently driving biomass and species composition.
However, forest disturbances and subsequent recovery are shifting with global changes in climate and land
use, altering these dynamics. Changes in environmental drivers, land use, and disturbance regimes are
forcing forests toward younger, shorter stands. Rising carbon dioxide, acclimation, adaptation, andmigration
can influence these impacts. Recent developments in Earth system models support increasingly realistic
simulations of vegetation dynamics. In parallel, emerging remote sensing datasets promise qualitatively new
and more abundant data on the underlying processes and consequences for vegetation structure. When
combined, these advances hold promise for improving the scientific understanding of changes in vegetation
demographics and disturbances.

T
he interplay of vegetation demography—
recruitment, growth, andmortality—with
environmental conditions and distur-
bances drives forest dynamics of bio-
mass, function, and species composition

(see Box 1 for definitions). In old-growth for-
ests that approximate steady-state demograph-
ics, the recruitment, growth, and mortality of
trees are approximately balanced; in contrast,
rapid recruitment often follows widespread
disturbance-inducedmortality (1). Vegetation
dynamics may now be changing because the
environmental context in which plant demog-
raphy and disturbances interact is shifting
with anthropogenic change. The interaction
between episodic forest disturbances, such as
windthrow or wildfire, and chronically chang-
ing drivers, such as rising temperature, vapor
pressure deficit (VPD), and CO2, together with
land-use change (LUC) (2), leads to both com-
pounding and antagonistic impacts that alter
demographic rates (3), with consequences for
terrestrial biogeochemical cycles and climate
(4, 5). Understanding the drivers of vegetation

dynamics is thus critical for accurate predic-
tion of global terrestrial biogeochemistry under
future conditions (6).
The impacts of global change on forest

demographic rates may already be materializ-
ing. Inmature ecosystems, tree mortality rates
have doubled throughoutmuch of theAmericas
and in Europe over the past four decades (7–9).
Simultaneously, global carbon budgets indicate
either a growing or constant terrestrial carbon
sink (10–12), which implies increased or con-
stant vegetation production rates (13, 14). How-
ever, satellite evidence suggests that forests
might be switching from a CO2 fertilization–
dominated period to a VPD–dominated period
(15). Terrestrial greening indices indicate a shift
from a CO2-driven increase in greenness in
the late 20th century to aVPD-drivendecrease in
the past decade (16). Thus, increasing mortality
due to anthropogenic changes and potentially
increasing or stable growth and recruitment
due to CO2 fertilization (5) represent opposing
processes that are co-occurring globally, leav-
ing the fate of future forests uncertain.

In addition to changing vegetation dynam-
ics in intact or relatively undisturbed forests,
episodic disturbances are tending to be larger,
more severe, and in some regions more fre-
quent under global climate change (17–20).
Similarly, the rates and types of LUC vary
widely (21) but have, on average, increased
globally in the past few centuries (2, 22, 23).
Thus, at the global scale, disturbances and LUC
have likely amplified tree mortality beyond
what is suggested by the doubling of back-
ground mortality rates in undisturbed forests
(7–9). Current understanding of the net balance
of tree losses (mortality) and gains (recruitment
and growth) under a changing environment
characterized by more-extreme drivers and
disturbances is limited, preventing prediction
of whether recruitment and growth can bal-
ance increased mortality rates in the future.
To evaluatewhether environmental changes

and increasing disturbances are causing glob-
ally widespread shifts in vegetation demog-
raphy, we reviewed global observations of
recruitment, growth, andmortality of forests
and woodlands. Our expert-derived com-
pilation of the state-of-the-art knowledge on
vegetation dynamics, their drivers, and distur-
bances, allowed us to address four questions:
(i) Is there evidence for shifts in demography
over recent decades? (ii) What physiological
and disturbance-mediated processes underlie
these demographic shifts? (iii) What are the po-
tential consequences of disturbance-mediated
changes in demography for climate forcing?
(iv) How can global predictions of future vege-
tation dynamics best be improved?

Evidence for changing drivers and disturbances
and their impact on demography

Determining the impacts of changing drivers
on demography is difficult given the lack of
global observation platforms. However, evi-
dence abounds from individual published
studies on the drivers and their impacts on
plant communities, and new modeling and
observational efforts now enable a more com-
plete picture of disturbances and forest de-
mography (24–26). In this section, we first
examine whether there are global trends in
stand ages and test the sensitivity of the stand-
age distribution to changes in disturbance rate
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The projected timing of abrupt ecological 
disruption from climate change

Christopher H. Trisos1,2,3, Cory Merow4 & Alex L. Pigot5ಞᅒ

As anthropogenic climate change continues the risks to biodiversity will increase over 
time, with future projections indicating that a potentially catastrophic loss of global 
biodiversity is on the horizon1–3. However, our understanding of when and how 
abruptly this climate-driven disruption of biodiversity will occur is limited because 
biodiversity forecasts typically focus on individual snapshots of the future. Here we 
use annual projections (from 1850 to 2100) of temperature and precipitation across 
the ranges of more than 30,000 marine and terrestrial species to estimate the timing 
of their exposure to potentially dangerous climate conditions. We project that future 
disruption of ecological assemblages as a result of climate change will be abrupt, 
because within any given ecological assemblage the exposure of most species to 
climate conditions beyond their realized niche limits occurs almost simultaneously. 
Under a high-emissions scenario (representative concentration pathway (RCP) 8.5), 
such abrupt exposure events begin before 2030 in tropical oceans and spread to 
tropical forests and higher latitudes by 2050. If global warming is kept below 2 °C, less 
than 2% of assemblages globally are projected to undergo abrupt exposure events of 
more than 20% of their constituent species; however, the risk accelerates with the 
magnitude of warming, threatening 15% of assemblages at 4 °C, with similar levels of 
risk in protected and unprotected areas. These results highlight the impending risk of 
sudden and severe biodiversity losses from climate change and provide a framework 
for predicting both when and where these events may occur.

Climate change is projected to become a leading driver of biodiversity 
loss1, but it is not clear when during this century ecological assemblages 
might suffer such losses, and whether the process will be gradual or 
abrupt. Existing biodiversity forecasts typically lack the temporal 
perspective needed to answer these questions because they indicate 
the number and locations of species threatened by climate change for 
just a snapshot of the future, often around the end of the century1–3. 
These snapshots do not account for the temporally dynamic nature 
of ecological disruption expected as a result of climate change, often 
focus at the level of species rather than ecological assemblages, and 
can seem remote to decision-makers who are concerned with man-
aging more immediate risks4. Indeed, many of the most sudden and 
severe ecological effects of climate change can occur when conditions 
become unsuitable for several co-occurring species simultaneously, 
causing catastrophic die-offs and abrupt ‘regime shifts’ in ecological 
assemblages5,6.

Forecasting the temporal dynamics of climate-driven disruption 
of ecological assemblages thus requires quantifying the differences 
among species in the time at which their climate niche limits may be 
locally exceeded. Developing advance warnings of the risk of gradual 
or abrupt ecological disruption is an urgent priority7–9. A temporal 
perspective is also important for adaptation. Reducing emissions and 
delaying the onset of exposure to dangerous climate conditions—even 

by a few decades—could buy valuable time for ecological assemblages 
to adapt10,11, potentially reducing the magnitude of ecological disrup-
tion. However, despite the clear importance of a temporal perspective 
in understanding and managing the threats of climate change to biodi-
versity, we lack a general understanding of the time at which species in 
ecological assemblages will be exposed to climate conditions beyond 
their niche limits.

The biodiversity climate horizon
To describe the projected timing of the exposure of species to climate 
conditions beyond their niche, we developed an approach based on 
species historical climate limits and future climate projections. The 
range of climate conditions, over both space and time, under which 
a species has been recorded in the wild demarcates the boundaries 
of its realized niche12. The projected time in the future at which these 
bounds are exceeded owing to climate change at a site can therefore be 
thought of as representing a climate horizon, beyond which evidence 
for the ability of the species to persist in the wild is lacking. Over this 
horizon lies, at best, a sizeable increase in uncertainty about species 
survival and, at worst, local extinction13. For a given species assemblage, 
the cumulative percentage of species over time that have been locally 
exposed to climate conditions beyond their realized niche limits forms 
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become unsuitable for several co-occurring species simultaneously, 
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among species in the time at which their climate niche limits may be 
locally exceeded. Developing advance warnings of the risk of gradual 
or abrupt ecological disruption is an urgent priority7–9. A temporal 
perspective is also important for adaptation. Reducing emissions and 
delaying the onset of exposure to dangerous climate conditions—even 

by a few decades—could buy valuable time for ecological assemblages 
to adapt10,11, potentially reducing the magnitude of ecological disrup-
tion. However, despite the clear importance of a temporal perspective 
in understanding and managing the threats of climate change to biodi-
versity, we lack a general understanding of the time at which species in 
ecological assemblages will be exposed to climate conditions beyond 
their niche limits.

The biodiversity climate horizon
To describe the projected timing of the exposure of species to climate 
conditions beyond their niche, we developed an approach based on 
species historical climate limits and future climate projections. The 
range of climate conditions, over both space and time, under which 
a species has been recorded in the wild demarcates the boundaries 
of its realized niche12. The projected time in the future at which these 
bounds are exceeded owing to climate change at a site can therefore be 
thought of as representing a climate horizon, beyond which evidence 
for the ability of the species to persist in the wild is lacking. Over this 
horizon lies, at best, a sizeable increase in uncertainty about species 
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what we term the ‘horizon profile’ (Fig. 1). The shape of this horizon 
profile provides information on the potential for climate-driven dis-
ruption of species assemblages over time—especially the risk of early 
or abrupt disruption—that is not evident when focusing on individual 
climate snapshots.

We constructed horizon profiles for species assemblages globally, 
delimiting assemblages as the species occurring in 100-km grid cells 
based on expert-verified geographic range maps. A total of 30,652 
species of birds, mammals, reptiles, amphibians, marine fish, ben-
thic marine invertebrates, krill, cephalopods, and habitat-forming 
corals and seagrasses were included14 (Supplementary Table 1). We 
used climate projections throughout the twenty-first century from 
22 climate models and 3 RCPs: strong mitigation (RCP 2.6), moderate 
mitigation (RCP 4.5) and a high-emissions scenario (RCP 8.5)15 (Sup-
plementary Table 2). Given the importance of temperature as a driver 
of species metabolism and geographic ranges16–18, we focus on mean 
annual temperature as the main proxy for climate. However, because 
species may be sensitive to other climate variables that may respond 
differently to greenhouse gas emissions, we also generated horizon 
profiles using maximum monthly temperatures and terrestrial annual 
precipitation (see Methods).

For each species at a site (that is, in a 100-km grid cell), we defined 
the local species exposure time as the year after which projected local 
temperatures consistently exceed—for at least 5 years—the maximum 
temperature experienced by the species across its geographic range 
during historical climate projections (1850–2005) (Supplementary 
Fig. 1). For species that breed annually or near-annually, 5 years rep-
resents a considerable number of breeding seasons at temperatures 
beyond which these species have never been recorded (a 20-year 
window yielded very similar results; Supplementary Figs. 2, 3). This 

approach for quantifying exposure bears similarities to the concept of 
‘time of emergence’ in climate science, defined as the time at which the 
signal of anthropogenic climate change at a location emerges from the 
envelope of historical climate variability19,20. The key distinction is that 
we define exposure relative to the realized climatic niche limits of each 
species, rather than the historical conditions realized at a single site.

The shape of horizon profiles, and the potential ecological disruption 
that they imply, can vary substantially across assemblages (Fig. 1). To 
summarize each horizon profile, we focus on three key features: tim-
ing, the median year for an assemblage in which species exposure to 
unprecedented climate occurs; magnitude, the percentage of species 
locally exposed; and abruptness, the synchronicity in the timing of 
exposure among species in an assemblage, which is measured as the 
percentage of all species exposure times that occur in the decade of 
maximum exposure (Fig. 1a).

Timing, magnitude and abruptness of horizon profiles
Under RCP 8.5, 81% of terrestrial and 37% of marine assemblages are 
projected to have at least one species exposed to unprecedented mean 
annual temperatures (that is, beyond historical niche limits) before 
2100. Despite the lower magnitude of warming, the magnitude of 
exposure is greatest in the tropics, where narrow historical climate 
variability20 and shallow thermal gradients21 mean that many species 
occur close to their upper realized thermal limits throughout their 
geographic range. In total, 68% of terrestrial and 39% of tropical marine 
assemblages are projected to have more than 20% of their constituent 
species exposed to unprecedented temperatures by 2100, compared 
with 7% of terrestrial and 1% of marine assemblages outside the tropics 
(Fig. 2a). The Amazon, Indian subcontinent and Indo-Pacific regions 
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Fig. 1 | Biodiversity climate horizon profiles. a–e, Horizon profiles (solid 
black lines) indicate the cumulative percentage of species in an assemblage 
exposed to future temperatures (red lines) beyond their realized thermal niche 
over time. Iconic ecosystems provide examples of different profile shapes:  
a, Cayman Islands; b, Coral Triangle; c, Gobi Desert; d, Amazon Basin; e, Congo 
Basin. f, Map of temperature anomalies that shows the locations of the 

ecosystems in a–e. Horizon profiles and temperature trends are shown for a 
single run of the Hadley Centre Global Environmental Model (HadGEM2) under 
a high greenhouse-gas-emissions scenario (RCP 8.5). The profiles differ in 
terms of timing, magnitude and abruptness. The grey lines show historical 
temperature projections at a site.
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profile provides information on the potential for climate-driven dis-
ruption of species assemblages over time—especially the risk of early 
or abrupt disruption—that is not evident when focusing on individual 
climate snapshots.

We constructed horizon profiles for species assemblages globally, 
delimiting assemblages as the species occurring in 100-km grid cells 
based on expert-verified geographic range maps. A total of 30,652 
species of birds, mammals, reptiles, amphibians, marine fish, ben-
thic marine invertebrates, krill, cephalopods, and habitat-forming 
corals and seagrasses were included14 (Supplementary Table 1). We 
used climate projections throughout the twenty-first century from 
22 climate models and 3 RCPs: strong mitigation (RCP 2.6), moderate 
mitigation (RCP 4.5) and a high-emissions scenario (RCP 8.5)15 (Sup-
plementary Table 2). Given the importance of temperature as a driver 
of species metabolism and geographic ranges16–18, we focus on mean 
annual temperature as the main proxy for climate. However, because 
species may be sensitive to other climate variables that may respond 
differently to greenhouse gas emissions, we also generated horizon 
profiles using maximum monthly temperatures and terrestrial annual 
precipitation (see Methods).
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resents a considerable number of breeding seasons at temperatures 
beyond which these species have never been recorded (a 20-year 
window yielded very similar results; Supplementary Figs. 2, 3). This 

approach for quantifying exposure bears similarities to the concept of 
‘time of emergence’ in climate science, defined as the time at which the 
signal of anthropogenic climate change at a location emerges from the 
envelope of historical climate variability19,20. The key distinction is that 
we define exposure relative to the realized climatic niche limits of each 
species, rather than the historical conditions realized at a single site.

The shape of horizon profiles, and the potential ecological disruption 
that they imply, can vary substantially across assemblages (Fig. 1). To 
summarize each horizon profile, we focus on three key features: tim-
ing, the median year for an assemblage in which species exposure to 
unprecedented climate occurs; magnitude, the percentage of species 
locally exposed; and abruptness, the synchronicity in the timing of 
exposure among species in an assemblage, which is measured as the 
percentage of all species exposure times that occur in the decade of 
maximum exposure (Fig. 1a).

Timing, magnitude and abruptness of horizon profiles
Under RCP 8.5, 81% of terrestrial and 37% of marine assemblages are 
projected to have at least one species exposed to unprecedented mean 
annual temperatures (that is, beyond historical niche limits) before 
2100. Despite the lower magnitude of warming, the magnitude of 
exposure is greatest in the tropics, where narrow historical climate 
variability20 and shallow thermal gradients21 mean that many species 
occur close to their upper realized thermal limits throughout their 
geographic range. In total, 68% of terrestrial and 39% of tropical marine 
assemblages are projected to have more than 20% of their constituent 
species exposed to unprecedented temperatures by 2100, compared 
with 7% of terrestrial and 1% of marine assemblages outside the tropics 
(Fig. 2a). The Amazon, Indian subcontinent and Indo-Pacific regions 
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ecosystems in a–e. Horizon profiles and temperature trends are shown for a 
single run of the Hadley Centre Global Environmental Model (HadGEM2) under 
a high greenhouse-gas-emissions scenario (RCP 8.5). The profiles differ in 
terms of timing, magnitude and abruptness. The grey lines show historical 
temperature projections at a site.
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are most at risk, with more than 90% of species in any assemblage 
exposed to unprecedented temperatures by 2100 (Fig. 2a). Horizon 
profiles for mean annual temperature and maximum monthly tem-
perature show strong correspondence (Extended Data Figs. 1, 2). By 
contrast, few species undergo prolonged exposure to unprecedented 
high or low annual precipitation before 2100 (Extended Data Figs. 1, 2),  
which is in agreement with the greater variability seen in projections 
of precipitation22. Thus, throughout we focus on exposure to changes 
in temperature.

The most notable feature of horizon profiles for local assemblages is 
their abruptness (Figs. 1, 2b). Under RCP 8.5, on average 71% (median) of 
local species exposure times for any given assemblage are projected to 
occur within a single decade (Fig. 3a, b), with the abruptness of exposure 
higher among marine assemblages (median abruptness 89%, Fig. 3a) 
than on land (median abruptness 61%, Fig. 3b). This pattern of highly 
synchronized species exposure within assemblages is robust to the 
choice of climate model (for RCP 8.5, median abruptness ranges from 
60% to 79%; Extended Data Figs. 3, 4), emissions scenario (median 
abruptness 83% for RCP 2.6 and 72% for RCP 4.5), metric of abruptness 
(Extended Data Fig. 4), and when calculating exposure for maximum 
monthly temperature (median abruptness 68%) rather than mean 
annual temperature (Extended Data Figs. 1, 2). The same pattern of 
abruptness is also evident for horizon profiles constructed separately 
for each taxonomic group within local assemblages (Extended Data 
Fig. 4). Marine organisms—especially seagrasses, corals, cephalopods, 
marine reptiles and marine mammals—exhibit the most abrupt profiles, 
but it is the consistency of abruptness across groups, rather than the 
differences, that is most notable. Similarly, although the abruptness of 
exposure varies spatially—being greatest in the Amazon, Indian subcon-
tinent, Sahel and Northern Australia, as well as tropical oceans—abrupt 
horizon profiles are the general rule both within the tropics (median 
abruptness 79%) and at higher latitudes (median abruptness 59%) 
(Fig. 2b).

This pervasive pattern of abrupt exposure arises primarily because 
co-occurring species often share similar realized thermal limits, 
rather than abruptness being dependent on higher rates of warming 
(Extended Data Fig. 5). This clustering of species-realized thermal limits 
can, in part, be explained by shared geographic barriers or, for tropical 
species, by the upper limits of temperatures available on Earth13,23. How-
ever, even where these factors cannot explain the clustering of thermal 
limits because a high percentage of species have warmer temperatures 
available within 1,000 km of their range edge, assemblage exposure is 
still projected to occur abruptly (Extended Data Fig. 5); this suggests 
that other processes, such as ecological interactions24 or evolutionary 
conservatism in fundamental niches25,26, lead to similarity in realized 
niche limits16,27 and thus abruptness in the timing of exposure.

The synchronicity of species exposure within assemblages means 
that the timing of assemblage-level exposure events is well described 
by the median of species exposure times at a site (Extended Data Fig. 6). 
Under RCP 8.5, the global mean year of assemblage-level exposure is 
2074 (±11 years (s.d.)), but there is considerable variation in the timing 
of exposure across assemblages (Fig. 2c). In some locations—such as 
the Caribbean and the Coral Triangle—exposure is predicted to be 
underway already, with these hotspots of exposure expanding in spa-
tial extent over time (Fig. 2c, Extended Data Fig. 7). By 2050, exposure 
spreads beyond ocean ecosystems to iconic terrestrial ecosystems, 
such as the Amazon, Indonesian and Congolese rainforests (Fig. 2c, 
Extended Data Fig. 7). Notably, the timing of these assemblage-level 
exposure events is not well predicted by the timing of local climate 
emergence (Spearman’s ρ 0.29; Extended Data Fig. 5); in addition, the 
timing of abrupt exposure events lags behind local climate emergence 
by 42 years (±12 years; mean ± s.d.), indicating the potential time-lag 
between climate change and ensuing biotic responses.

The abrupt exposure of species within ecological assemblages has 
not been detected in earlier projections of climate-driven range loss 
and global species extinctions, which have implied a more gradual 
increase in risk to biodiversity2,3. We find that the appearance of a grad-
ual increase in risk can result from summarizing across local assem-
blages that differ in their projected timing of abrupt exposure (Fig. 3c, 
d, Extended Data Fig. 8). Although these global summaries mask the 
abrupt nature of exposure within local assemblages, they can high-
light the importance of increased mitigation efforts in reducing and 
delaying the onset of unprecedented climate conditions. Compared to 
RCP 8.5, achieving RCP 2.6 delays exposure for the most at-risk species 
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Fig. 2 | Global variation in the magnitude, abruptness and timing of horizon 
profiles. a, The magnitude of exposure is shown by the percentage of species 
in 100-km resolution grid cells (that is, assemblages) that are exposed to 
unprecedented temperature (that is, beyond the realized niche of each species) 
by 2100. b, Abruptness quantified as the percentage of species exposure times 
that occur within the decade of maximum exposure for each assemblage. c, 
Timing quantified as the median year of local species exposure conditional on 
being exposed by 2100, the end of the simulation. Maps show the median value 
across 22 climate models under RCP 8.5 (see Extended Data Fig. 1 for RCP 2.6 
and RCP 4.5).

Le changement climatique devrait devenir l'un des principaux moteurs 
de la perte de biodiversité, mais il n'est pas clair quand au cours de ce 
siècle les assemblages écologiques pourraient subir de telles pertes, et 
si le processus sera graduel ou brutal. 
La perturbation des assemblages écologiques résultant du changement 
climatique sera brusque, car dans un assemblage écologique donné, 
l'exposition de la plupart des espèces aux conditions climatiques au-
delà de leurs limites de niche réalisée se produit presque 
simultanément (RCP 8.5), ces événements d'exposition brusque 
commencent avant 2030 dans les océans tropicaux et se propagent 
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Navigating transformation 
of biodiversity and climate

“Biology must become central to climate change 
science and policy formulation. The planet does not 
work just as a physical system; that reality needs 
to become fundamental to the way we pursue the 
science and derive policy recommendations.”

—Thomas E. Lovejoy (1)

T
his planet is the home of life, born into exis-
tence and transformed over 3.8 billion years 
into a continuous tapestry, covering all possible 
places from the deep ocean floors to mountain 
summits. Ours is a bioclimatic world in which 
every organism, from bacterium to blue whale, 
inseparably contributes to the climate and sur-

face conditions of Earth. This tapestry, of which we 
are a part, is unraveling, with its delicate patterns and 
motifs denigrated to near invisibility, disappearing at 
a rate and magnitude that rivals that of the great mass 
extinction events of the past (2, 3). This fading to non-
existence is making us unfortunate witnesses to the 
accumulated consequences of human actions over the 
past 10,000 years. Happily, though, we are now in-
creasingly empowered by science and can act to abate 
ongoing trends and protect planetary resources before 
the essential threads of life’s coherence become com-
pletely eroded.

Each year since 1995, participants in the United 
Nations Framework Convention on Climate Change 
(UNFCCC) meet as a Conference of the Parties (COP) 
to determine how best to address the increasingly harm-
ful changes now taking place. This Special Collection 
of articles has been timed to coincide with the COP25 
meeting scheduled to be held in Spain this year. The 
Collection provides comprehensive review articles and 
original research by leading authorities on recent ad-
vances in the study of interactions between biodiversity 
and climate that deepen our understanding of bioclimatic 
changes and can provide guidance on how best to nav-
igate through the rapid alterations we are seeing today. 
Evidence here suggests that the negative impacts of 
climate change can be kept under control if we col-
lectively act and, critically, use biodiversity as part of 
the solutions we invent. This overview provides a brief 
summary of the main topics addressed in the collection, 
each of which demonstrates how linking the manage-
ment of biodiversity and climate might enable us to keep 
ongoing transformations in climate and biodiversity 
within safe operating boundaries.

EMBRACING COMPLEXITY: THE INTERTWININGS 
OF BIODIVERSITY AND CLIMATE
The history of the biosphere is one of coevolution between 
organisms and their environments with consequences 
at different scales of time, space, and organization. A 
classic example of this global reciprocity was the evolu-
tion of oxygenic photosynthesis, which put into motion 
a planetary level transformation known as the Great 
Oxidation Event (GOE). The GOE amplified concentra-
tions of oxygen in our atmosphere and oceans, generated 
the planetary ozone layer, and laid the groundwork for 
the evolution of multicellular organisms (4, 5). Additional 
links between large-scale changes in the Earth System 
and biodiversity range from glaciations to changes in 
the temperature of oceans, soils, and atmosphere (in-
cluding the sequestration of CO2 in plant biomass and 
soils) and the regulation of climate and CO2 concentra-
tions through the biological pump of the oceans. Although 
researchers and policymakers have long known that the 
chemical composition of our atmosphere and oceans is 
strongly affected by living matter (6, 7), today applica-
tion of this knowledge is changing as data reveal that 
these relationships are mediated by a plethora of deeply 
complex processes that, when perturbed, will morph in 
ways that are exceedingly difficult to predict.

Recognizing that transformations in climate and 
biodiversity are fundamentally unpredictable requires 
that conversations about planetary climate manage-
ment shift to bring biodiversity into focus as a primary 
topic of discussion. An abundance of recent evidence 
now shows that even small, incremental, and/or sudden 
changes in climate can result in extreme events with 
large consequences that can, in turn, reduce the overall 
health of species. Declining species health can have pow-
erful and negative consequences on populations, com-
munities, and key ecosystems processes, which again 
in turn can increase the probability of additional cycles 
of unprecedented extreme events. Diffenbaugh and his 
colleagues (8) convincingly argue that effectively man-
aging our climate will also require the incorporation of 
the high probability of unprecedented extreme climatic 
events as projected under cumulative emissions identi-
fied in the current National Determined Commitments 
(NDCs) (9).

In tandem with acknowledging that climate fluc-
tuations are unpredictable in their timing, speed, and 
range, researchers are also coming to appreciate the 
foundational role of feedback mechanisms between the 
biosphere and the atmosphere, particularly those in-
volving soils and plants. Two papers in this collection 
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address the complexity of feedback processes. Quan et al. (10) pro-
vides experimental evidence and meta-analyses on ecosystem carbon 
fluxes and their feedback to warming, whereas Pugnaire et al. (11) 
review the evidence regarding plant-soil feedback (PSF) under 
pressures of climate, providing critical insights into the significant 
role of microbes within the plant-soil food web and how these in-
teractions are reflected in the carbon cycle with measurable conse-
quences for both climate and biodiversity.

Additional topics of interest in understanding the interlacing 
patterns of biodiversity and climate have focused on unknown roles 
of complex life cycles in species abundance under the influence of 
climate- induced change. Panetta et al. (12) explore this important 
area in a 25-year- long warming experiment that, combined with 
experimental manipulation of seed banks and historical plant surveys, 
allowed researchers to identify the mechanisms underlying the local 
extinction of a mountain plant. Enquist et al. (13) also address the 
issue of abundance documenting that the great majority of plant 
species on Earth are rare and tend to cluster in a small number of 
hotspots in areas that have been characterized by greater climate 
stability, which puts them at great risk from climate transformation. 
However, although our understanding of how species respond 
to climate transformations and humans impacts is impressive, we 
are just beginning to understand how these changes can propagate 
through ecosystems with broader ecological and evolutionary con-
sequences (3, 14, 15). Bascompte et al. (16) further this understanding 
by chronicling how climate induced species loss reverberates through 
ecological networks, leading to further species changes, losses, and 
rearrangements.

The continuous rearrangement of ecological networks highlights 
the need for developing dynamic network models to more accu-
rately assess climate and biodiversity transformations (17) especially 
in marine ecosystems currently subjected to many stresses. Convey 
and Peck’s (18) review of changes in Antarctica and surrounding 
ocean ranges, for example, documents acidifying ocean waters, re-
duced oxygen in coastal and fjord ecosystems, and shifts in important 
land and water  species. These changes in Antarctic ecosystems will 
affect global climate (19) and support the need for increasing close 
monitoring of this important marine ecosystem. The necessity of 
increasing efforts to monitor our changing climate is further under-
scored by Sumaila et al. (20), who argue that failure to enforce the 
Paris Agreement will result in climate transformations that have 
the potential to undermine essential food and economic resources.

BIODIVERSITY-BASED SOLUTIONS TO CLIMATE 
TRANSFORMATIONS
Despite the plethora of questions remaining about the functioning 
and complexities of biodiversity and climate networks, many agree 
that climate change can be mitigated by some clear and powerful 
actions. For example, there is robust consensus among researchers 
and policy makers that forcefully mitigating emissions from fossil 
fuel consumption across many sectors is among the most important 
actions that should be taken. But, in addition to abating emissions, 
several other new alternatives are gaining attention and traction, in 
part, because they are more crosscutting and generate multiple 
co-benefits for biodiversity—including humans—and ecosystem 
services. These “biodiversity-based” solutions (21, 22) emphasize 
an ecosystem approach that is anchored in the carbon cycle and 
serves as the bedrock for the mitigation options underscored by both 
the Convention on Biological Diversity (CBD) and IPCC Working 

Group III (WGIII) (23, 24). Fargione et al. (25) quantify the max-
imum potential of 21 such biodiversity solutions to increase carbon 
capture and storage and reduce greenhouse gas emission from 
ecosystems in the United States. Examples of these measures are 
the restoration of croplands to grasslands, forests, and wetlands, 
decreases in timber production, and reforestation in urban and de-
graded native forest areas, among others. These measures can provide 
up to 21% abatement of the U.S. emissions (using 2016 as baseline) 
and could provide important co-benefits such as water provision, 
erosion control, avoidance of toxic algal blooms, and hypoxic or 
“dead zone” events in coastal areas, among others.

Another complementary solution is “The Global Deal for Nature” 
(GDN) outlined by Dinerstein et al. (26) that aims to avoid cata-
strophic climate change, conserve species, and secure essential eco-
system services by emphasizing protection of natural ecosystems. 
Similarly, Tittensor et al. (27) emphasize the potential of protected 
areas in conserving biodiversity if climate is considered in their de-
sign and management and underscores the importance of this sort 
of strategy for marine protected areas (MPAs). Cámara-Leret et al. 
(28) describe the crosscutting nature of biodiversity solutions by 
showing that, in addition to increasing adaptation and helping mit-
igate transformation, protected areas  also have important co-benefits 
by securing species that are important to our biocultural diversity 
and heritage.

The current climate crisis (29) is transforming our Earth and its 
systems and requires similar transformative responses on our part. 
Ongoing alterations will unveil new and unfamiliar terrain and, 
although we do not yet have clear assessments of or controls of the 
path ahead for the planet, we do know that we can and must use 
biodiversity as a central tool to navigate our biosphere safely through 
change. Researchers and policy makers must work together to bring 
the best scientific evidence to bear on global decisions needed to 
protect the planet. We need to rethink some of the basic tenants 
upon which global human civilization has grown including the no-
tion of property rights and ownership on land and in oceans and of 
biodiversity and its services.

Science supports a view of Earth as a complex network of in-
extricably intertwined interactions of climate and biodiversity; as 
stewards of Earth, we must begin to function as a coherent civiliza-
tion to enact, share, and teach values that reconnect us, as critical 
threads in the tapestry of the biosphere and, in so doing, with 
ourselves. As the Chilean Nobel laureate poet Gabriela Mistral 
once wrote “Humanity is still yet to be humanized.”

 –Pablo A. Marquet, Shahid Naeem, Jeremy B. C. Jackson, Kip Hodges
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Urgent need for an integrated policy framework 
for biodiversity loss and climate change
To the Editor — The international 
community is failing to fulfil multiple 
policies that aim to mitigate the impacts of 
climate change and biodiversity loss1. For 
instance, the biodiversity targets set out 
by the Convention on Biological Diversity 
(CBD) for 2020, will not be fully met1. 
Current national policies informing on 
carbon dioxide emissions have the world 
on track for 2.3–4.1 °C by 2100 (https://
climateactiontracker.org). The current 
trajectory may soon require considerably 
deeper cuts if we are to avoid catastrophic 
climate impacts that demand renovation of 
a changing world2,3. Discussions amongst 
politicians, policy makers and scientists 
have largely focused their efforts on dealing 
with these as separate issues. However, 
there is increasing recognition that these are 
fundamentally connected and that a more 
integrated global approach is essential if we 
are to resolve the apparent impasse. As a 
consequence of the COVID-19 pandemic, 
the announced one-year delay in the 2020 
meetings of the Conference of the Parties 
(COP) for the United Nations Framework 
Convention on Climate Change (UNFCCC 
COP26) and the CBD COP15 provides a 
unique opportunity to create coherent policy 
frameworks across the nexus of biodiversity, 
health, food, water and climate change 
and align both biodiversity and climate 
targets. Whilst the Intergovernmental 
Science-Policy Platform on Biodiversity 
and Ecosystem Services (IPBES) and the 
Intergovernmental Panel on Climate Change 
(IPCC) are currently preparing a report that 
cuts across this traditional divide, we urge 
that the two COP meetings be combined, 
to move beyond aspirations to concrete 
policies designed to meet international 
commitments and build on the lessons being 
learnt today. The COVID-19 pandemic has 

demonstrated how the global community 
can come together to solve an international 
emergency. The world’s population has seen 
a (largely) global and rapid adoption of 
principles and practices that have limited the 
contagion, with economic stimuli to support 
the transition through the pandemic, and a 
reduction in carbon emissions4. The same 
approach in principle can be undertaken 
to set out a timetable of actions that will 
allow the world to meet the UN Sustainable 
Development Goals and the 2016 Paris 
Climate Agreement.

To directly address the interdependent 
factors that are driving these major global 
challenges, Nature-based solutions (NbS) 
need to play a central role5,6. These cannot 
be solely a top-down approach. To support 
local communities, a ‘Just Transition’ will 
be essential as the world moves towards 
a low-carbon economy. A ‘One Health’ 
approach to decision making is needed 
to recognize the complex connections 
between human health and biodiversity 
at global to local levels7. Alongside these 
efforts, a research priority should be 
investigation into the effectiveness of NbS 
with changing climate and the range of 
synergistic solutions, to reduce the trade-offs 
between stakeholder groups8. But given the 
rapidly deteriorating state of the world’s 
environment, more aggressive measures 
are urgently required for which radical 
solutions may be necessary. The daring 
proposal to set aside half of the planet for 
wildlife conservation in perpetuity needs 
to be seriously considered9 in conjunction 
with other solution packages10 to sustain 
well-being for future generations.

The recent COVID-19 pandemic  
further underlines the intrinsic connections 
humans have with global ecosystems.  
The artificial division of initiatives tackling 

climate change and biodiversity loss must 
end if we are to establish a sustainable 
relationship with the natural world and 
secure a long-term environmental and 
economic recovery. ❐
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between human health and biodiversity 
at global to local levels7. Alongside these 
efforts, a research priority should be 
investigation into the effectiveness of NbS 
with changing climate and the range of 
synergistic solutions, to reduce the trade-offs 
between stakeholder groups8. But given the 
rapidly deteriorating state of the world’s 
environment, more aggressive measures 
are urgently required for which radical 
solutions may be necessary. The daring 
proposal to set aside half of the planet for 
wildlife conservation in perpetuity needs 
to be seriously considered9 in conjunction 
with other solution packages10 to sustain 
well-being for future generations.

The recent COVID-19 pandemic  
further underlines the intrinsic connections 
humans have with global ecosystems.  
The artificial division of initiatives tackling 

climate change and biodiversity loss must 
end if we are to establish a sustainable 
relationship with the natural world and 
secure a long-term environmental and 
economic recovery. ❐
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Urgent need for an integrated policy framework 
for biodiversity loss and climate change
To the Editor — The international 
community is failing to fulfil multiple 
policies that aim to mitigate the impacts of 
climate change and biodiversity loss1. For 
instance, the biodiversity targets set out 
by the Convention on Biological Diversity 
(CBD) for 2020, will not be fully met1. 
Current national policies informing on 
carbon dioxide emissions have the world 
on track for 2.3–4.1 °C by 2100 (https://
climateactiontracker.org). The current 
trajectory may soon require considerably 
deeper cuts if we are to avoid catastrophic 
climate impacts that demand renovation of 
a changing world2,3. Discussions amongst 
politicians, policy makers and scientists 
have largely focused their efforts on dealing 
with these as separate issues. However, 
there is increasing recognition that these are 
fundamentally connected and that a more 
integrated global approach is essential if we 
are to resolve the apparent impasse. As a 
consequence of the COVID-19 pandemic, 
the announced one-year delay in the 2020 
meetings of the Conference of the Parties 
(COP) for the United Nations Framework 
Convention on Climate Change (UNFCCC 
COP26) and the CBD COP15 provides a 
unique opportunity to create coherent policy 
frameworks across the nexus of biodiversity, 
health, food, water and climate change 
and align both biodiversity and climate 
targets. Whilst the Intergovernmental 
Science-Policy Platform on Biodiversity 
and Ecosystem Services (IPBES) and the 
Intergovernmental Panel on Climate Change 
(IPCC) are currently preparing a report that 
cuts across this traditional divide, we urge 
that the two COP meetings be combined, 
to move beyond aspirations to concrete 
policies designed to meet international 
commitments and build on the lessons being 
learnt today. The COVID-19 pandemic has 

demonstrated how the global community 
can come together to solve an international 
emergency. The world’s population has seen 
a (largely) global and rapid adoption of 
principles and practices that have limited the 
contagion, with economic stimuli to support 
the transition through the pandemic, and a 
reduction in carbon emissions4. The same 
approach in principle can be undertaken 
to set out a timetable of actions that will 
allow the world to meet the UN Sustainable 
Development Goals and the 2016 Paris 
Climate Agreement.

To directly address the interdependent 
factors that are driving these major global 
challenges, Nature-based solutions (NbS) 
need to play a central role5,6. These cannot 
be solely a top-down approach. To support 
local communities, a ‘Just Transition’ will 
be essential as the world moves towards 
a low-carbon economy. A ‘One Health’ 
approach to decision making is needed 
to recognize the complex connections 
between human health and biodiversity 
at global to local levels7. Alongside these 
efforts, a research priority should be 
investigation into the effectiveness of NbS 
with changing climate and the range of 
synergistic solutions, to reduce the trade-offs 
between stakeholder groups8. But given the 
rapidly deteriorating state of the world’s 
environment, more aggressive measures 
are urgently required for which radical 
solutions may be necessary. The daring 
proposal to set aside half of the planet for 
wildlife conservation in perpetuity needs 
to be seriously considered9 in conjunction 
with other solution packages10 to sustain 
well-being for future generations.

The recent COVID-19 pandemic  
further underlines the intrinsic connections 
humans have with global ecosystems.  
The artificial division of initiatives tackling 

climate change and biodiversity loss must 
end if we are to establish a sustainable 
relationship with the natural world and 
secure a long-term environmental and 
economic recovery. ❐
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Interactions between changing climate and
biodiversity: Shaping humanity’s future
F. Stuart Chapin IIIa,1 and Sandra Dı́azb,c

Scientists have known for more than a century about
potential human impacts on climate (1). In the last 30 y,
estimates of these impacts have been confirmed and
refined through increasingly precise climate assess-
ments (2). Other global-scale human impacts, including
land use change, overharvesting, air and water pollu-
tion, and increased disease risk from antibiotic resis-
tance, have risen to critical levels, seriously jeopardizing
the prospects that future generations can thrive (3–5).
Earth has entered a stage characterized by human
domination of critical Earth system processes (6–8).
Although the basic trajectories of these changes are
well known, many of the likely consequences are
shrouded in uncertainty because of poorly understood
interactions among these drivers of change and there-
fore their effects on ecosystems and societies.

Drought Impacts on Diversity
Harrison et al. (9) provide a window into one important
set of these interactions through their analysis of the
relationship between drought and plant diversity and
their temporal trends in California. This study confirms
the well-recognized pattern that regions that are warm
and wet support more species than those that are cold
or arid (10−11). They also show that this same pattern
consistently emerges at local scales and even among
plots within a single site, suggesting a causal relation-
ship.More importantly, these samepatterns aremirrored
in diversity loss over time during California’s recent dry-
ing trend (9).

Global climate is now warming rapidly, and nearly
half of the terrestrial surface is expected to experience
less water availability during the growing season (12).
Extrapolation of these trends, supported by the tem-
poral analyses of Harrison et al. (9), leads to the pre-
diction that plant diversity will decline in much of the
world, especially where water is already strongly limit-
ing. On average, terrestrial ecological communities are
estimated to have lost more than 20% of their original
biodiversity (13), with past and projected biodiversity
loss in arid ecosystems likely to be even greater (9).

Harrison et al. (9) note that the climate−diversity
relationship they document is consistent with a cli-
matic tolerance model in which the least drought-
tolerant species are the first to be lost as climate
dries. According to this model, drought acts as a filter
that removes more-mesic–adapted species. Since the
end of the Eocene, about 37 million years ago, Cal-
ifornia’s ancient warm-temperate lineages, such as
redwoods, have retreated into more-mesic habitats, as
more-drought–adapted lineages like oaks andmadrone
spread through California. Perhaps this history of
declining mesic lineages will repeat itself, if Cal-
ifornia’s climate continues to dry over the long term.

The Harrison study (9) documents several dimen-
sions of diversity that decline with drought. The de-
cline in taxonomic diversity (expressed as species
richness) is not random but is paralleled by declines in
phylogenetic diversity (measured as the mean
branch length separating pairs of coexisting species)
and functional diversity (measured as functional dis-
persion, an indicator of the range in functional trait
values). Plant height and, less consistently, foliar nu-
trient concentrations and specific leaf area (leaf area
per unit mass) show greater diversity in benign cli-
mates, and multivariate functional diversity declined
over time with drought-induced species loss. In gen-
eral, the species most likely to persist were those that
are drought tolerant. Species from stressful environ-
ments (those that are dry, nutrient impoverished, or
cold) tend to have traits that support lower pro-
ductivity (14). The decline in multivariate functional
diversity is important because, even if drying trends
ceased, the increasingly drought-adapted flora would
likely have a lower productive capacity than the spe-
cies that were initially present. Documentation of this
shift in functional traits is pragmatically important to
incorporate into global models to improve their ca-
pacity to project long-term changes in productivity
and stress tolerance as vegetation changes in re-
sponse to climatic change.
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Interactions between changing climate and
biodiversity: Shaping humanity’s future
F. Stuart Chapin IIIa,1 and Sandra Dı́azb,c

Scientists have known for more than a century about
potential human impacts on climate (1). In the last 30 y,
estimates of these impacts have been confirmed and
refined through increasingly precise climate assess-
ments (2). Other global-scale human impacts, including
land use change, overharvesting, air and water pollu-
tion, and increased disease risk from antibiotic resis-
tance, have risen to critical levels, seriously jeopardizing
the prospects that future generations can thrive (3–5).
Earth has entered a stage characterized by human
domination of critical Earth system processes (6–8).
Although the basic trajectories of these changes are
well known, many of the likely consequences are
shrouded in uncertainty because of poorly understood
interactions among these drivers of change and there-
fore their effects on ecosystems and societies.

Drought Impacts on Diversity
Harrison et al. (9) provide a window into one important
set of these interactions through their analysis of the
relationship between drought and plant diversity and
their temporal trends in California. This study confirms
the well-recognized pattern that regions that are warm
and wet support more species than those that are cold
or arid (10−11). They also show that this same pattern
consistently emerges at local scales and even among
plots within a single site, suggesting a causal relation-
ship.More importantly, these samepatterns aremirrored
in diversity loss over time during California’s recent dry-
ing trend (9).

Global climate is now warming rapidly, and nearly
half of the terrestrial surface is expected to experience
less water availability during the growing season (12).
Extrapolation of these trends, supported by the tem-
poral analyses of Harrison et al. (9), leads to the pre-
diction that plant diversity will decline in much of the
world, especially where water is already strongly limit-
ing. On average, terrestrial ecological communities are
estimated to have lost more than 20% of their original
biodiversity (13), with past and projected biodiversity
loss in arid ecosystems likely to be even greater (9).

Harrison et al. (9) note that the climate−diversity
relationship they document is consistent with a cli-
matic tolerance model in which the least drought-
tolerant species are the first to be lost as climate
dries. According to this model, drought acts as a filter
that removes more-mesic–adapted species. Since the
end of the Eocene, about 37 million years ago, Cal-
ifornia’s ancient warm-temperate lineages, such as
redwoods, have retreated into more-mesic habitats, as
more-drought–adapted lineages like oaks andmadrone
spread through California. Perhaps this history of
declining mesic lineages will repeat itself, if Cal-
ifornia’s climate continues to dry over the long term.

The Harrison study (9) documents several dimen-
sions of diversity that decline with drought. The de-
cline in taxonomic diversity (expressed as species
richness) is not random but is paralleled by declines in
phylogenetic diversity (measured as the mean
branch length separating pairs of coexisting species)
and functional diversity (measured as functional dis-
persion, an indicator of the range in functional trait
values). Plant height and, less consistently, foliar nu-
trient concentrations and specific leaf area (leaf area
per unit mass) show greater diversity in benign cli-
mates, and multivariate functional diversity declined
over time with drought-induced species loss. In gen-
eral, the species most likely to persist were those that
are drought tolerant. Species from stressful environ-
ments (those that are dry, nutrient impoverished, or
cold) tend to have traits that support lower pro-
ductivity (14). The decline in multivariate functional
diversity is important because, even if drying trends
ceased, the increasingly drought-adapted flora would
likely have a lower productive capacity than the spe-
cies that were initially present. Documentation of this
shift in functional traits is pragmatically important to
incorporate into global models to improve their ca-
pacity to project long-term changes in productivity
and stress tolerance as vegetation changes in re-
sponse to climatic change.
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Navigating transformation 
of biodiversity and climate

“Biology must become central to climate change 
science and policy formulation. The planet does not 
work just as a physical system; that reality needs 
to become fundamental to the way we pursue the 
science and derive policy recommendations.”

—Thomas E. Lovejoy (1)

T
his planet is the home of life, born into exis-
tence and transformed over 3.8 billion years 
into a continuous tapestry, covering all possible 
places from the deep ocean floors to mountain 
summits. Ours is a bioclimatic world in which 
every organism, from bacterium to blue whale, 
inseparably contributes to the climate and sur-

face conditions of Earth. This tapestry, of which we 
are a part, is unraveling, with its delicate patterns and 
motifs denigrated to near invisibility, disappearing at 
a rate and magnitude that rivals that of the great mass 
extinction events of the past (2, 3). This fading to non-
existence is making us unfortunate witnesses to the 
accumulated consequences of human actions over the 
past 10,000 years. Happily, though, we are now in-
creasingly empowered by science and can act to abate 
ongoing trends and protect planetary resources before 
the essential threads of life’s coherence become com-
pletely eroded.

Each year since 1995, participants in the United 
Nations Framework Convention on Climate Change 
(UNFCCC) meet as a Conference of the Parties (COP) 
to determine how best to address the increasingly harm-
ful changes now taking place. This Special Collection 
of articles has been timed to coincide with the COP25 
meeting scheduled to be held in Spain this year. The 
Collection provides comprehensive review articles and 
original research by leading authorities on recent ad-
vances in the study of interactions between biodiversity 
and climate that deepen our understanding of bioclimatic 
changes and can provide guidance on how best to nav-
igate through the rapid alterations we are seeing today. 
Evidence here suggests that the negative impacts of 
climate change can be kept under control if we col-
lectively act and, critically, use biodiversity as part of 
the solutions we invent. This overview provides a brief 
summary of the main topics addressed in the collection, 
each of which demonstrates how linking the manage-
ment of biodiversity and climate might enable us to keep 
ongoing transformations in climate and biodiversity 
within safe operating boundaries.

EMBRACING COMPLEXITY: THE INTERTWININGS 
OF BIODIVERSITY AND CLIMATE
The history of the biosphere is one of coevolution between 
organisms and their environments with consequences 
at different scales of time, space, and organization. A 
classic example of this global reciprocity was the evolu-
tion of oxygenic photosynthesis, which put into motion 
a planetary level transformation known as the Great 
Oxidation Event (GOE). The GOE amplified concentra-
tions of oxygen in our atmosphere and oceans, generated 
the planetary ozone layer, and laid the groundwork for 
the evolution of multicellular organisms (4, 5). Additional 
links between large-scale changes in the Earth System 
and biodiversity range from glaciations to changes in 
the temperature of oceans, soils, and atmosphere (in-
cluding the sequestration of CO2 in plant biomass and 
soils) and the regulation of climate and CO2 concentra-
tions through the biological pump of the oceans. Although 
researchers and policymakers have long known that the 
chemical composition of our atmosphere and oceans is 
strongly affected by living matter (6, 7), today applica-
tion of this knowledge is changing as data reveal that 
these relationships are mediated by a plethora of deeply 
complex processes that, when perturbed, will morph in 
ways that are exceedingly difficult to predict.

Recognizing that transformations in climate and 
biodiversity are fundamentally unpredictable requires 
that conversations about planetary climate manage-
ment shift to bring biodiversity into focus as a primary 
topic of discussion. An abundance of recent evidence 
now shows that even small, incremental, and/or sudden 
changes in climate can result in extreme events with 
large consequences that can, in turn, reduce the overall 
health of species. Declining species health can have pow-
erful and negative consequences on populations, com-
munities, and key ecosystems processes, which again 
in turn can increase the probability of additional cycles 
of unprecedented extreme events. Diffenbaugh and his 
colleagues (8) convincingly argue that effectively man-
aging our climate will also require the incorporation of 
the high probability of unprecedented extreme climatic 
events as projected under cumulative emissions identi-
fied in the current National Determined Commitments 
(NDCs) (9).

In tandem with acknowledging that climate fluc-
tuations are unpredictable in their timing, speed, and 
range, researchers are also coming to appreciate the 
foundational role of feedback mechanisms between the 
biosphere and the atmosphere, particularly those in-
volving soils and plants. Two papers in this collection 
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« La biologie doit devenir un 
élément central de la science 
du changement climatique et 
de la formulation des 
politiques. La planète ne 
fonctionne pas simplement 
comme un système physique; 
cette réalité doit devenir 
fondamentale dans la manière 
dont nous poursuivons la 
science et élaborons des 
recommandations politiques »
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Et des réponses globales…ARTICLE

The economic costs of planting, preserving,
and managing the world’s forests to mitigate
climate change
K. G. Austin 1✉, J. S. Baker 1,2, B. L. Sohngen3, C. M. Wade1, A. Daigneault4, S. B. Ohrel 5,
S. Ragnauth 5 & A. Bean1

Forests are critical for stabilizing our climate, but costs of mitigation over space, time, and

stakeholder group remain uncertain. Using the Global Timber Model, we project mitigation

potential and costs for four abatement activities across 16 regions for carbon price scenarios

of $5–$100/tCO2. We project 0.6–6.0 GtCO2 yr−1 in global mitigation by 2055 at costs of

2–393 billion USD yr−1, with avoided tropical deforestation comprising 30–54% of total

mitigation. Higher prices incentivize larger mitigation proportions via rotation and forest

management activities in temperate and boreal biomes. Forest area increases 415–875 Mha

relative to the baseline by 2055 at prices $35–$100/tCO2, with intensive plantations com-

prising <7% of this increase. Mitigation costs borne by private land managers comprise less

than one-quarter of total costs. For forests to contribute ~10% of mitigation needed to limit

global warming to 1.5 °C, carbon prices will need to reach $281/tCO2 in 2055.

https://doi.org/10.1038/s41467-020-19578-z OPEN
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of additional forest area comprising plantations decreases some-
what with increasing carbon prices, as higher price scenarios
place more emphasis on conserving existing forests. The relatively
small share of intensively managed plantations may alleviate
some of the concerns regarding the large-scale conversion of
natural ecosystems to monoculture plantations and associated
negative impacts on biodiversity and ecosystem-regulating
services32. However, plantations play a large role in China and
the US, particularly under high mitigation price scenarios. For

example, plantations make up more than one-quarter of
additional forest area under a $100/tCO2 carbon price in
both China and the US, by 2055. Additional plantation
investment is one reason why we see harvest levels increase
substantially in the US under all mitigation scenarios, and
suggests that productive forestry regions like the US could
increase forest carbon sequestration while simultaneously recog-
nizing greater comparative advantage in the global forest product
market. The net impacts of plantation expansion on biodiversity
will depend to a large extent on the prior land cover, and merits
further investigation outside the scope of the present study.

Proportion of mitigation costs borne by land managers. We
isolate the cost of mitigation incurred by private land managers,
which include the costs of forest management, changes in harvest
patterns, and maintaining or increasing forest cover. The miti-
gation costs borne by land managers, including individuals,
communities that manage forests, and government owners,
remain less than one-quarter of total cost of mitigation across all
scenarios in 2055 (Table 1). In our lowest price scenarios land
managers take advantage of lowest cost abatement actions, or
“low hanging fruit”, and thus land manager costs are very low or
even negative. Producers may see net benefits (negative costs) due
to higher timber prices, which occurs when low-cost abatement
strategies such as avoided deforestation result in lower harvest
levels and price increases that benefit land managers more than
the opportunity costs of foregone harvests. At higher carbon
prices, land managers invest in more costly abatement actions,
and thus the proportion of total mitigation costs borne by land
managers increases.

The large difference between the prices paid for mitigation by
consumers and third parties and the actual costs incurred by
some land managers (including possible benefits of higher output
prices) suggests that there is the potential to reduce overall
mitigation cost to society with innovative compensation strate-
gies. By better understanding the difference between the total cost

Table 1 Projected average annual forest sector mitigation
and costs.

Average annual
mitigation
(GtCO2 yr−1)a

Annual cost
(billion USD yr−1)b

Annual land
manager cost
(billion USD yr−1)c

2035 2055 2035 2055 2055

$5@1% 0.6 0.6 1.1 1.9 −0.1
$5@3% 0.7 0.9 1.2 2.7 −0.12
$20@1% 2.1 2.3 15.7 26.9 1.21
$20@3% 2.3 2.9 17.1 36.7 5.31
$35@1% 3.2 3.51 38.6 70.5 4.93
$35@3% 3.1 3.7 38.8 85.4 11.5
$50@1% 3.8 4.1 65.5 120 8.73
$50@3% 3.7 4.4 66.5 145.4 17
$75@1% 4.6 4.9 115.5 216.9 16.3
$75@3% 4.5 5.3 120.3 262.9 28.2
$100@1% 5.2 5.6 170.7 324.9 25.1
$100@3% 5.0 6.0 177.5 392.7 40.5

aProjected average annual mitigation (GtCO2 yr−1) in the global forest sector, by carbon price/
growth scenario and in the years 2035 and 2055.
bProjected annual cost of mitigation, by carbon price/growth scenario and in the years 2035
and 2055.
cProjected cost of mitigation borne by private land managers, by carbon price/growth scenario
and in 2055.
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Atténuation annuelle prévue des GES par pays, dans toutes les 
activités de réduction du secteur forestier en 2055

L’étude évalue les coûts économiques de la 
séquestration mondiale du carbone forestier en 
fonction de l'objectif de stabilisation climatique de 
1,5 ° C, en utilisant un modèle économique qui 
tient compte des réactions du marché, des coûts 
d'opportunité, des compromis inter-temporels et 
des interactions entre les actions de réduction. 
Les projections d'atténuation qui en résultent de 
0,6 à 5,2 Gt CO2 an – 1 d'ici 2035 et de 0,6 à 6,0 
GtCO2 an − 1 d'ici 2055 fournissent ainsi un reflet 
plus précis de la fourchette potentielle de 
l'atténuation annuelle moyenne, par rapport aux 
estimations précédentes qui ne tiennent pas 
compte de ces dynamiques qui influent. 
Les résultats reflètent l'importance d'éviter la 
déforestation et le boisement / reboisement, 
reconnus depuis longtemps comme des actions de 
réduction critiques pour la stabilisation du climat.
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“low hanging fruit”, and thus land manager costs are very low or
even negative. Producers may see net benefits (negative costs) due
to higher timber prices, which occurs when low-cost abatement
strategies such as avoided deforestation result in lower harvest
levels and price increases that benefit land managers more than
the opportunity costs of foregone harvests. At higher carbon
prices, land managers invest in more costly abatement actions,
and thus the proportion of total mitigation costs borne by land
managers increases.

The large difference between the prices paid for mitigation by
consumers and third parties and the actual costs incurred by
some land managers (including possible benefits of higher output
prices) suggests that there is the potential to reduce overall
mitigation cost to society with innovative compensation strate-
gies. By better understanding the difference between the total cost
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Agricultural diversification promotes multiple 
ecosystem services without compromising yield
Giovanni Tamburini1,2*, Riccardo Bommarco1, Thomas Cherico Wanger1,3†, Claire Kremen4,5, 
Marcel G. A. van der Heijden6,7, Matt Liebman8, Sara Hallin9

Enhancing biodiversity in cropping systems is suggested to promote ecosystem services, thereby reducing de-
pendency on agronomic inputs while maintaining high crop yields. We assess the impact of several diversification 
practices in cropping systems on above- and belowground biodiversity and ecosystem services by reviewing 98 
meta-analyses and performing a second-order meta-analysis based on 5160 original studies comprising 41,946 
comparisons between diversified and simplified practices. Overall, diversification enhances biodiversity, pollination, 
pest control, nutrient cycling, soil fertility, and water regulation without compromising crop yields. Practices 
targeting aboveground biodiversity boosted pest control and water regulation, while those targeting belowground 
biodiversity enhanced nutrient cycling, soil fertility, and water regulation. Most often, diversification practices 
resulted in win-win support of services and crop yields. Variability in responses and occurrence of trade-offs highlight 
the context dependency of outcomes. Widespread adoption of diversification practices shows promise to contribute 
to biodiversity conservation and food security from local to global scales.

INTRODUCTION
Agricultural expansion and intensification are considered major 
drivers of habitat and biodiversity loss, soil and freshwater degradation, 
environmental pollution, and greenhouse gas emissions worldwide 
(1, 2). Implementation of a new crop production paradigm is needed 
to take on the local to global challenges of providing food security 
for rapidly growing demands from human societies while minimiz-
ing negative impacts on the environment in a world exposed to 
global changes (3).

Crop management based on diversification practices that en-
hance key elements of biodiversity has been suggested to reduce 
impacts on the environment without negative effects on crop yields 
(4). Enhancing the diversity of biological communities, both above and 
below ground, can increase resource use efficiency and the stability 
of ecosystem production over time (5–7). Agricultural diversifica-
tion is the intentional addition of functional biodiversity to cropping 
systems at multiple spatial and/or temporal scales, and it aims at 
regenerating biotic interactions underpinning yield-supporting 
ecosystem services (8). It embraces a variety of practices encom-
passing the management of crops, noncrop habitats, soil, and land-
scapes (9). Functional biodiversity can be enhanced by increasing 
crop species diversity (e.g., intercropping and crop rotation), in-
creasing noncrop species diversity within and around the fields 
(e.g., flower strips, hedgerows, and seminatural habitats), or by in-

oculation of beneficial microorganisms into the soil (e.g., arbuscular 
mycorrhizal fungi, N2-fixing bacteria, and growth-promoting 
bacteria). Functional diversity below ground can also be supported 
and stimulated through addition of organic inputs (e.g., manure and 
crop residues) or reducing soil disturbance (e.g., reduced tillage), which 
lead to soil stratification and thereby more niches (8, 9). Despite a 
rapidly growing body of research assessing the impacts of agricul-
tural diversification practices on biodiversity and related ecosystem 
services (7, 10–12), there is no comprehensive quantitative synthesis 
of this information. Consequently, we lack the broader understand-
ing of whether diversification practices are actually capable of 
supporting biodiversity and multiple ecosystem services, including 
crop yields.

We investigated the impact of multiple agricultural diversifica-
tion practices on biodiversity and related ecosystem services and 
compared these with cropping systems with less diverse farming 
practices typical of mainstream agriculture. First, we systematically 
reviewed published meta-analyses and summarized the number of 
reported effect sizes (vote count) to assess the current state of 
knowledge, identify research gaps, and explore general patterns. We 
included studies based on stringent criteria such as relevance, eligi-
bility, and statistical independence, thereby ensuring the largest 
possible primary database with minimum overlap of original studies 
(figs. S1 and S2 and see Materials and Methods). Second, to estimate 
the overall impact of agricultural diversification on biodiversity and 
ecosystem services provisioning, we performed a second-order meta- 
analysis on the subset (70%) of the meta-analyses that reported 
comparable effect sizes. Second-order meta-analyses are frequently 
used in health science but have only rarely been used in ecology or 
agricultural research (see Materials and Methods).

We based our systematic review on 98 meta-analyses and 456 effect 
sizes based on 6167 original studies (see Materials and Methods). 
We grouped the diversification practices into six broad categories 
[following (8, 9)]. The first five are crop diversification by addition 
of crop species in the field over space or time, noncrop diversification 
by addition of noncrop habitats within or around the field or in the 
surrounding landscape, organic amendment by addition of organic 
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Enhancing biodiversity in cropping systems is suggested to promote ecosystem services, thereby reducing de-
pendency on agronomic inputs while maintaining high crop yields. We assess the impact of several diversification 
practices in cropping systems on above- and belowground biodiversity and ecosystem services by reviewing 98 
meta-analyses and performing a second-order meta-analysis based on 5160 original studies comprising 41,946 
comparisons between diversified and simplified practices. Overall, diversification enhances biodiversity, pollination, 
pest control, nutrient cycling, soil fertility, and water regulation without compromising crop yields. Practices 
targeting aboveground biodiversity boosted pest control and water regulation, while those targeting belowground 
biodiversity enhanced nutrient cycling, soil fertility, and water regulation. Most often, diversification practices 
resulted in win-win support of services and crop yields. Variability in responses and occurrence of trade-offs highlight 
the context dependency of outcomes. Widespread adoption of diversification practices shows promise to contribute 
to biodiversity conservation and food security from local to global scales.

INTRODUCTION
Agricultural expansion and intensification are considered major 
drivers of habitat and biodiversity loss, soil and freshwater degradation, 
environmental pollution, and greenhouse gas emissions worldwide 
(1, 2). Implementation of a new crop production paradigm is needed 
to take on the local to global challenges of providing food security 
for rapidly growing demands from human societies while minimiz-
ing negative impacts on the environment in a world exposed to 
global changes (3).

Crop management based on diversification practices that en-
hance key elements of biodiversity has been suggested to reduce 
impacts on the environment without negative effects on crop yields 
(4). Enhancing the diversity of biological communities, both above and 
below ground, can increase resource use efficiency and the stability 
of ecosystem production over time (5–7). Agricultural diversifica-
tion is the intentional addition of functional biodiversity to cropping 
systems at multiple spatial and/or temporal scales, and it aims at 
regenerating biotic interactions underpinning yield-supporting 
ecosystem services (8). It embraces a variety of practices encom-
passing the management of crops, noncrop habitats, soil, and land-
scapes (9). Functional biodiversity can be enhanced by increasing 
crop species diversity (e.g., intercropping and crop rotation), in-
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(e.g., flower strips, hedgerows, and seminatural habitats), or by in-
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lead to soil stratification and thereby more niches (8, 9). Despite a 
rapidly growing body of research assessing the impacts of agricul-
tural diversification practices on biodiversity and related ecosystem 
services (7, 10–12), there is no comprehensive quantitative synthesis 
of this information. Consequently, we lack the broader understand-
ing of whether diversification practices are actually capable of 
supporting biodiversity and multiple ecosystem services, including 
crop yields.

We investigated the impact of multiple agricultural diversifica-
tion practices on biodiversity and related ecosystem services and 
compared these with cropping systems with less diverse farming 
practices typical of mainstream agriculture. First, we systematically 
reviewed published meta-analyses and summarized the number of 
reported effect sizes (vote count) to assess the current state of 
knowledge, identify research gaps, and explore general patterns. We 
included studies based on stringent criteria such as relevance, eligi-
bility, and statistical independence, thereby ensuring the largest 
possible primary database with minimum overlap of original studies 
(figs. S1 and S2 and see Materials and Methods). Second, to estimate 
the overall impact of agricultural diversification on biodiversity and 
ecosystem services provisioning, we performed a second-order meta- 
analysis on the subset (70%) of the meta-analyses that reported 
comparable effect sizes. Second-order meta-analyses are frequently 
used in health science but have only rarely been used in ecology or 
agricultural research (see Materials and Methods).

We based our systematic review on 98 meta-analyses and 456 effect 
sizes based on 6167 original studies (see Materials and Methods). 
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[following (8, 9)]. The first five are crop diversification by addition 
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Land-use intensification can increase provisioning ecosystem ser-
vices, such as food and timber production, but it also drives changes
in ecosystem functioning and biodiversity loss, which may ultimately
compromise human wellbeing. To understand how changes in land-
use intensity affect the relationships between biodiversity, ecosystem
functions, and services, we built networks from correlations between
the species richness of 16 trophic groups, 10 ecosystem functions, and
15 ecosystem services. We evaluated how the properties of these
networks varied across land-use intensity gradients for 150 forests
and 150 grasslands. Land-use intensity significantly affected network
structure in both habitats. Changes in connectance were larger in
forests, while changes inmodularity and evenness weremore evident
in grasslands. Our results show that increasing land-use intensity
leads to more homogeneous networks with less integration within
modules in both habitats, driven by the belowground compartment
in grasslands, while forest responses to land management were more
complex. Land-use intensity strongly altered hub identity and module
composition in both habitats, showing that the positive correlations
of provisioning services with biodiversity and ecosystem functions
found at low land-use intensity levels, decline at higher intensity
levels. Our approach provides a comprehensive view of the relation-
ships between multiple components of biodiversity, ecosystem func-
tions, and ecosystem services and how they respond to land use. This
can be used to identify overall changes in the ecosystem, to derive
mechanistic hypotheses, and it can be readily applied to further global
change drivers.

BEF | ecosystem function–service relationships | land management
intensification | co-occurrence network | Biodiversity Exploratories

Ecosystem services are crucial for human wellbeing, but global
drivers of biodiversity loss and ecosystem change are threat-

ening their supply (1). To understand these impacts, it is critical to
investigate the relationships between biodiversity, ecosystem
functioning, and ecosystem services (2, 3), and how global change
drivers, such as land-use intensification, affect them. Here, we
refer to ecosystem functions as ecological processes that indirectly
benefit to people, such as enzymatic activities contributing to
nutrient cycling in soils (4). Ecosystem services can be defined as

direct benefits or contributions of nature to people, often grouped
into provisioning services (e.g., food and timber production),
regulating services (e.g., climate-change mitigation via carbon
storage and temperature buffering), and cultural services (e.g.,
recreational and educational opportunities) (5). Evidence from
experimental and observational research shows that the diversity

Significance

Ecosystem services derive from ecosystem functions and rely
on complex interactions among a diversity of organisms. By
understanding the relationships between biodiversity, ecosys-
tem functions, and the services humans receive from nature,
we can anticipate how changes in land use will affect ecosys-
tems and human wellbeing. We show that increasing land-use
intensity homogenizes the synergies between three organiza-
tional levels of the ecosystem, namely, biodiversity, ecosystem
functions, and services. Increasing land-use intensity changes
keystone components, which are important for the functioning
of the ecosystem, and alters the synergies and trade-offs be-
tween biodiversity, ecosystem functions, and services. Our
approach provides a comprehensive view of ecosystem func-
tioning and can identify the key ecosystem attributes to
monitor in order to prevent critical shifts in ecosystems.
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Land-use intensification can increase provisioning ecosystem ser-
vices, such as food and timber production, but it also drives changes
in ecosystem functioning and biodiversity loss, which may ultimately
compromise human wellbeing. To understand how changes in land-
use intensity affect the relationships between biodiversity, ecosystem
functions, and services, we built networks from correlations between
the species richness of 16 trophic groups, 10 ecosystem functions, and
15 ecosystem services. We evaluated how the properties of these
networks varied across land-use intensity gradients for 150 forests
and 150 grasslands. Land-use intensity significantly affected network
structure in both habitats. Changes in connectance were larger in
forests, while changes inmodularity and evenness weremore evident
in grasslands. Our results show that increasing land-use intensity
leads to more homogeneous networks with less integration within
modules in both habitats, driven by the belowground compartment
in grasslands, while forest responses to land management were more
complex. Land-use intensity strongly altered hub identity and module
composition in both habitats, showing that the positive correlations
of provisioning services with biodiversity and ecosystem functions
found at low land-use intensity levels, decline at higher intensity
levels. Our approach provides a comprehensive view of the relation-
ships between multiple components of biodiversity, ecosystem func-
tions, and ecosystem services and how they respond to land use. This
can be used to identify overall changes in the ecosystem, to derive
mechanistic hypotheses, and it can be readily applied to further global
change drivers.

BEF | ecosystem function–service relationships | land management
intensification | co-occurrence network | Biodiversity Exploratories

Ecosystem services are crucial for human wellbeing, but global
drivers of biodiversity loss and ecosystem change are threat-

ening their supply (1). To understand these impacts, it is critical to
investigate the relationships between biodiversity, ecosystem
functioning, and ecosystem services (2, 3), and how global change
drivers, such as land-use intensification, affect them. Here, we
refer to ecosystem functions as ecological processes that indirectly
benefit to people, such as enzymatic activities contributing to
nutrient cycling in soils (4). Ecosystem services can be defined as

direct benefits or contributions of nature to people, often grouped
into provisioning services (e.g., food and timber production),
regulating services (e.g., climate-change mitigation via carbon
storage and temperature buffering), and cultural services (e.g.,
recreational and educational opportunities) (5). Evidence from
experimental and observational research shows that the diversity

Significance

Ecosystem services derive from ecosystem functions and rely
on complex interactions among a diversity of organisms. By
understanding the relationships between biodiversity, ecosys-
tem functions, and the services humans receive from nature,
we can anticipate how changes in land use will affect ecosys-
tems and human wellbeing. We show that increasing land-use
intensity homogenizes the synergies between three organiza-
tional levels of the ecosystem, namely, biodiversity, ecosystem
functions, and services. Increasing land-use intensity changes
keystone components, which are important for the functioning
of the ecosystem, and alters the synergies and trade-offs be-
tween biodiversity, ecosystem functions, and services. Our
approach provides a comprehensive view of ecosystem func-
tioning and can identify the key ecosystem attributes to
monitor in order to prevent critical shifts in ecosystems.
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CLIMATE CHANGE

Global food system emissions could preclude
achieving the 1.5° and 2°C climate change targets
Michael A. Clark1*, Nina G. G. Domingo2, Kimberly Colgan2, Sumil K. Thakrar2, David Tilman3,4,
John Lynch5, Inês L. Azevedo6,7, Jason D. Hill2

The Paris Agreement’s goal of limiting the increase in global temperature to 1.5° or 2°C above preindustrial
levels requires rapid reductions in greenhouse gas emissions. Although reducing emissions from
fossil fuels is essential for meeting this goal, other sources of emissions may also preclude
its attainment. We show that even if fossil fuel emissions were immediately halted, current trends
in global food systems would prevent the achievement of the 1.5°C target and, by the end of the
century, threaten the achievement of the 2°C target. Meeting the 1.5°C target requires rapid
and ambitious changes to food systems as well as to all nonfood sectors. The 2°C target could be
achieved with less-ambitious changes to food systems, but only if fossil fuel and other nonfood
emissions are eliminated soon.

T
he goal of the Paris Agreement is to
limit average global temperature in-
creases above preindustrial levels to
“well below 2°C” and to pursue efforts to
“limit increase to 1.5°C.”Achieving either

goal requires large and rapid reductions in
greenhouse gas (GHG) emissions (1). To
date, most efforts have focused on reducing
GHG emissions from fossil fuel combustion in
electricity production, transportation, and in-
dustry. Renewable energy sources, electric ve-
hicles, improved efficiency, andother innovations
and behavioral changes could eliminate most
of these emissions, and carbon capture and
sequestration could reduce atmospheric levels
of previously emitted carbon. However, elim-
inating all emissions from these sectors may
not be sufficient to meet the 1.5° and 2°C tem-
perature targets. The global food system is also
a major source of GHG emissions, emitting
~30% of the global total (2, 3). Nevertheless,
reducing food-related emissions has received
less attention, perhaps because these emis-
sions might seem to be an unavoidable envi-
ronmental cost of feeding humanity.
The global food system generates GHG emis-

sions from multiple sources. Major sources
include land clearing and deforestation, which
release carbon dioxide (CO2) and nitrous oxide
(N2O); production and use of fertilizers and
other agrichemicals, which emit CO2, N2O, and
methane (CH4); enteric fermentation during
the production of ruminants (cows, sheep, and

goats), which emits CH4; production of rice in
paddies, which emits CH4; livestock manure,
which emits N2O and CH4; and combustion
of fossil fuels in food production and supply
chains, which emits CO2. In total, global food
system emissions averaged ~16 billion tonnes
(Gt) CO2 equivalents year

−1 from 2012 to 2017 (4).
Here, we forecast GHG emissions from the

global food system and assess whether they
are compatible with the 1.5° and 2°C targets.
We forecast emissions as a function of per
capita diets (what is eaten and how much),
the GHG intensity of various types of foods
(emissions per unit of food produced, as es-
timated through life cycle assessment), and
global population size. We assume that food
systems continue to transition along trajec-
tories of the past 50 years, which we refer
to as business-as-usual (5, 6). This business-
as-usual forecast makes straightforward as-
sumptions: (i) per capita dietary composition
and caloric consumption continue to change
as countries become more affluent (5); (ii)
crop yields, which influence how much land
is converted to cropland, increase along re-
cent trajectories (5); (iii) global population
increases along the United Nation’s medium-
fertility pathway (7); and (iv) the GHG in-
tensity of foods (8) and the rates of food loss
and waste (9) remain constant through time.
GHG emissions from the global food system

largely occur from food production and from
land being cleared for food production. Emis-
sions from food production are calculated by
pairing life cycle assessment estimates of the
GHG emissions per unit of each type of food
(8) with their forecasted total global demand,
and these estimates include emissions from
activities such as production of agricultural
inputs, fertilizer application, and animal hus-
bandry. Our estimates of emissions from sup-
ply chains do not include emissions from
transportation, processing, packaging, retail,
and preparation, which in total account for a

minor fraction (~17%) of total food system
emissions (10). Emissions from clearing land
for food production are estimated by project-
ing crop yields, combining these with dietary
projections to calculate annual rates of agri-
cultural land-cover change, and pairing annual
rates of agricultural land-cover change with
Intergovernmental Panel on Climate Change
(IPCC) Tier 1 estimates of GHG emissions from
land clearing or carbon storage in biomass and
soil after land abandonment (11, 12).
We next determine the maximum allowable

cumulative GHG emissions from all human
activities from 2020 onward that are compa-
tible with having a 67 or 50% chance of meet-
ing the 1.5° and 2°C targets, on the basis of the
thresholds set in the IPCC Special Report on
GlobalWarming of 1.5°C (13).We call these the
emissions limits. To accurately incorporate CH4

into the cumulative emissions framework, we
report emissions as global warming potential
(GWP*) CO2 warming-equivalents (CO2-we)
(14). We also show results with the more
commonly used GWP100 (100-year GWP)
metric in data S2. To have a 67% chance of
meeting the 1.5° and 2°C targets, the cumu-
lative emissions limits are 500 and 1405 Gt
CO2-we, respectively. For a 50% chance of meet-
ing the targets, the emissions limits are 705
and 1816 Gt CO2-we, respectively (see supple-
mentary materials).
Our analysis suggests that reducing GHG

emissions from the global food system will
likely be essential to meeting the 1.5° or 2°C
target. Our estimate of cumulative business-
as-usual food system emissions from 2020 to
2100 is 1356 Gt CO2-we (Fig. 1). As such, even
if all non–food system GHG emissions were
immediately stopped andwere net zero from
2020 to 2100, emissions from the food system
alone would likely exceed the 1.5°C emissions
limit between 2051 and 2063 (date range re-
flects uncertainties in the 1.5°C emissions limit;
see supplementary materials). Further, given
our estimate of food system emissions, main-
taining a 67% chance ofmeeting the 2°C target
would require keeping cumulative nonfood
emissions to<50GtCO2-we in total over thenext
80 years. This is slightly more than 1 year of
current GHG emissions fromnon–food system
activities (4). Maintaining a 50% chance of
meeting the 2°C target would allow for 455 Gt
CO2-we in total fromnonfood emissions, which
is 9 years of current nonfood emissions (4).
These general trends hold even if emissions
from fossil fuel use in the global food system
were also to be immediately halted (see sup-
plementary materials).
We next explore how global food system

GHG emissionsmight be reduced through five
strategies that target food supply and demand:
(i) globally adopting a plant-rich diet [here
modeled as a diet rich in plant-based foods
that contains moderate amounts of dairy, eggs,

RESEARCH

Clark et al., Science 370, 705–708 (2020) 6 November 2020 1 of 4

1Oxford Martin School and Nuffield Department of Population
Health, University of Oxford, Oxford, UK. 2Department of
Bioproducts and Biosystems Engineering, University of
Minnesota, St. Paul, MN, USA. 3Department of Ecology,
Evolution, and Behavior, University of Minnesota, St. Paul,
MN, USA. 4Bren School of Environmental Science and
Management, University of California, Santa Barbara, CA,
USA. 5Department of Physics, University of Oxford, Oxford,
UK. 6Department of Energy Resources Engineering, Stanford
University, Stanford, CA, USA. 7Woods Institute for the
Environment, Stanford, CA, USA.
*Corresponding author. Email: michael.clark@ndph.ox.ac.uk

on N
ovem

ber 11, 2020
 

http://science.sciencem
ag.org/

D
ow

nloaded from
 

CLIMATE CHANGE

Global food system emissions could preclude
achieving the 1.5° and 2°C climate change targets
Michael A. Clark1*, Nina G. G. Domingo2, Kimberly Colgan2, Sumil K. Thakrar2, David Tilman3,4,
John Lynch5, Inês L. Azevedo6,7, Jason D. Hill2

The Paris Agreement’s goal of limiting the increase in global temperature to 1.5° or 2°C above preindustrial
levels requires rapid reductions in greenhouse gas emissions. Although reducing emissions from
fossil fuels is essential for meeting this goal, other sources of emissions may also preclude
its attainment. We show that even if fossil fuel emissions were immediately halted, current trends
in global food systems would prevent the achievement of the 1.5°C target and, by the end of the
century, threaten the achievement of the 2°C target. Meeting the 1.5°C target requires rapid
and ambitious changes to food systems as well as to all nonfood sectors. The 2°C target could be
achieved with less-ambitious changes to food systems, but only if fossil fuel and other nonfood
emissions are eliminated soon.
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creases above preindustrial levels to
“well below 2°C” and to pursue efforts to
“limit increase to 1.5°C.”Achieving either

goal requires large and rapid reductions in
greenhouse gas (GHG) emissions (1). To
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GHG emissions from fossil fuel combustion in
electricity production, transportation, and in-
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hicles, improved efficiency, andother innovations
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of these emissions, and carbon capture and
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are compatible with the 1.5° and 2°C targets.
We forecast emissions as a function of per
capita diets (what is eaten and how much),
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CO2-we, respectively. For a 50% chance of meet-
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taining a 67% chance ofmeeting the 2°C target
would require keeping cumulative nonfood
emissions to<50GtCO2-we in total over thenext
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Gross domestic product (GDP) summarizes a vast amount of eco-
nomic information in a single monetary metric that is widely used
by decision makers around the world. However, GDP fails to cap-
ture fully the contributions of nature to economic activity and
human well-being. To address this critical omission, we develop
a measure of gross ecosystem product (GEP) that summarizes the
value of ecosystem services in a single monetary metric. We illus-
trate the measurement of GEP through an application to the Chi-
nese province of Qinghai, showing that the approach is tractable
using available data. Known as the “water tower of Asia,” Qinghai
is the source of the Mekong, Yangtze, and Yellow Rivers, and in-
deed, we find that water-related ecosystem services make up nearly
two-thirds of the value of GEP for Qinghai. Importantly most of
these benefits accrue downstream. In Qinghai, GEP was greater
than GDP in 2000 and three-fourths as large as GDP in 2015 as its
market economy grew. Large-scale investment in restoration resulted
in improvements in the flows of ecosystem services measured in GEP
(127.5%) over this period. Going forward, China is usingGEP in decision
making inmultipleways, as part of a transformation to inclusive, green
growth. This includes investing in conservation of ecosystem assets
to secure provision of ecosystem services through transregional
compensation payments.

gross ecosystem product | ecosystem services | natural capital |
environmental–economic accounting | GDP

The global economy, as conventionally measured by gross
domestic product (GDP), more than doubled between 1990

and 2015 in constant dollar terms (1). At the same time, how-
ever, the world’s stocks of ecosystem assets (such as forests,
grasslands, wetlands, fertile soils, and biodiversity) and the flows
of ecosystem services they provide have come under increasing
pressure. The loss and degradation of ecosystem assets has raised
widespread concern about the resilience and sustainability of
ecosystem services and the consequent threat to the economic
activity and human well-being that they support (2–8). The
contrast between economic growth and environmental degradation
is particularly striking in China. Over the past quarter century
the economy has expanded 10-fold (1). The size of the Chinese
economy is currently second only to the United States and ac-
counts for roughly 15% of world GDP (1). However, this rapid
economic growth has been accompanied by environmental deg-
radation in many regions of China (9–11).
There is by now widespread recognition of the need to move

beyond measures of GDP so that decision makers also pay attention
to important ecological and social determinants and dimensions
of well-being (12–14). China is of global significance, with its com-
bination of rapid economic growth alongside escalating threats to its
ecological wealth, and is driving innovative work to bring eco-
logical information into decision making. The need to protect

and restore ecosystem assets in order to maintain and enhance
the flow of important ecosystem services has been acknowledged
at the highest levels of the Chinese government. In a widely cited
speech to the 19th Communist Party of China National Congress,
President Xi Jinping said that “lucid waters and lush mountains
are invaluable assets” (15).
Here we focus on the development of gross ecosystem product

(GEP), a measure that translates ecosystem contributions to the
economy into monetary terms. Much of the power of GDP comes
from its simplicity as a single monetary metric readily understood
by decision makers. Although the economy is incredibly complex,
with hundreds of thousands of goods and services, GDP uses market
prices and surrogates for market prices to combine the accounting
value of goods and services into a measure of aggregate income.
Just like the economy, ecosystems are incredibly complex and
contribute to human well-being in myriad ways. Analogous to
GDP, GEP uses market prices and surrogates for market prices
to calculate the accounting value of ecosystem services and ag-
gregate them into a measure of the contribution of ecosystems to

Significance

To achieve sustainable development, there is a pressing need
to move beyond conventional economic measures like gross
domestic product (GDP). We develop gross ecosystem product
(GEP), a measure that summarizes the value of the contribu-
tions of nature to economic activity. We illustrate the calcula-
tion of GEP in Qinghai Province, China, to show that the
approach is tractable both across China and globally. Known as
the water tower of Asia, Qinghai is the source of the Mekong,
Yangtze, and Yellow Rivers and nearly two-thirds of GEP de-
rives from water-related values. GEP was greater than GDP in
Qinghai in 2000, and was three-fourths as large as GDP in 2015.
China is using GEP to guide investments in ecosystem conservation
and restoration.
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Gross domestic product (GDP) summarizes a vast amount of eco-
nomic information in a single monetary metric that is widely used
by decision makers around the world. However, GDP fails to cap-
ture fully the contributions of nature to economic activity and
human well-being. To address this critical omission, we develop
a measure of gross ecosystem product (GEP) that summarizes the
value of ecosystem services in a single monetary metric. We illus-
trate the measurement of GEP through an application to the Chi-
nese province of Qinghai, showing that the approach is tractable
using available data. Known as the “water tower of Asia,” Qinghai
is the source of the Mekong, Yangtze, and Yellow Rivers, and in-
deed, we find that water-related ecosystem services make up nearly
two-thirds of the value of GEP for Qinghai. Importantly most of
these benefits accrue downstream. In Qinghai, GEP was greater
than GDP in 2000 and three-fourths as large as GDP in 2015 as its
market economy grew. Large-scale investment in restoration resulted
in improvements in the flows of ecosystem services measured in GEP
(127.5%) over this period. Going forward, China is usingGEP in decision
making inmultipleways, as part of a transformation to inclusive, green
growth. This includes investing in conservation of ecosystem assets
to secure provision of ecosystem services through transregional
compensation payments.
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The global economy, as conventionally measured by gross
domestic product (GDP), more than doubled between 1990

and 2015 in constant dollar terms (1). At the same time, how-
ever, the world’s stocks of ecosystem assets (such as forests,
grasslands, wetlands, fertile soils, and biodiversity) and the flows
of ecosystem services they provide have come under increasing
pressure. The loss and degradation of ecosystem assets has raised
widespread concern about the resilience and sustainability of
ecosystem services and the consequent threat to the economic
activity and human well-being that they support (2–8). The
contrast between economic growth and environmental degradation
is particularly striking in China. Over the past quarter century
the economy has expanded 10-fold (1). The size of the Chinese
economy is currently second only to the United States and ac-
counts for roughly 15% of world GDP (1). However, this rapid
economic growth has been accompanied by environmental deg-
radation in many regions of China (9–11).
There is by now widespread recognition of the need to move

beyond measures of GDP so that decision makers also pay attention
to important ecological and social determinants and dimensions
of well-being (12–14). China is of global significance, with its com-
bination of rapid economic growth alongside escalating threats to its
ecological wealth, and is driving innovative work to bring eco-
logical information into decision making. The need to protect

and restore ecosystem assets in order to maintain and enhance
the flow of important ecosystem services has been acknowledged
at the highest levels of the Chinese government. In a widely cited
speech to the 19th Communist Party of China National Congress,
President Xi Jinping said that “lucid waters and lush mountains
are invaluable assets” (15).
Here we focus on the development of gross ecosystem product

(GEP), a measure that translates ecosystem contributions to the
economy into monetary terms. Much of the power of GDP comes
from its simplicity as a single monetary metric readily understood
by decision makers. Although the economy is incredibly complex,
with hundreds of thousands of goods and services, GDP uses market
prices and surrogates for market prices to combine the accounting
value of goods and services into a measure of aggregate income.
Just like the economy, ecosystems are incredibly complex and
contribute to human well-being in myriad ways. Analogous to
GDP, GEP uses market prices and surrogates for market prices
to calculate the accounting value of ecosystem services and ag-
gregate them into a measure of the contribution of ecosystems to

Significance

To achieve sustainable development, there is a pressing need
to move beyond conventional economic measures like gross
domestic product (GDP). We develop gross ecosystem product
(GEP), a measure that summarizes the value of the contribu-
tions of nature to economic activity. We illustrate the calcula-
tion of GEP in Qinghai Province, China, to show that the
approach is tractable both across China and globally. Known as
the water tower of Asia, Qinghai is the source of the Mekong,
Yangtze, and Yellow Rivers and nearly two-thirds of GEP de-
rives from water-related values. GEP was greater than GDP in
Qinghai in 2000, and was three-fourths as large as GDP in 2015.
China is using GEP to guide investments in ecosystem conservation
and restoration.
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Paula A. Harrison4, Tim Newbold5, 
Richard D. Gregory5,6, Georgina M. Mace5

 A
lthough worldwide loss of biodiver-

sity arising from human activities is 

widely known, policy has been un-

able to arrest the decline (1). Much 

of this failure can be attributed to a 

lack of mainstreaming of biodiversity 

in public policy (2, pp. 741–762) and limita-

tions in raising the profile of biodiversity 

loss for politicians and the public. Of the 

20 Aichi Biodiversity Targets 

(ABTs) established in 2010 by 

the Convention on Biodiversity 

(CBD), only four show good 

progress, whereas 12 related to 

the state of nature show worsen-

ing trends (1). With the 2020 tar-

get date for the ABTs now upon 

us, it is critical to define a post-

2020 agenda to arrest the loss of 

biodiversity. This will require a 

target, underpinned by a clear 

global goal for biodiversity, that 

can be readily communicated to 

galvanize both political will and 

public support. Similarly to how 

the climate change community 

uses a single indicator (global 

mean temperature change) and 

a target (maximum 2°C rise rela-

tive to preindustrial levels) as a 

rallying point for policy action 

and agreements, we propose a 

2°C-like target for biodiversity 

(see table S1): a measurable, 

near-term target of keeping de-

scribed species extinctions to 

well below 20 per year over the 

next 100 years across all major 

groups (fungi, plants, invertebrates, and ver-

tebrates) and across all ecosystem types (ma-

rine, freshwater, and terrestrial).

Although there are many comprehensive 

proposals that seek to contribute to the post-

2020 agenda (3, 4), they focus on achieving 

conservation actions, such as increasing the 

coverage of areas dedicated to wildlife, or 

maintaining intact wilderness, rather than 

specifying required outcomes for biodiver-

sity (5). As such, there is a real risk, as with 

some of the 2020 ABTs, that targets will be 

met, yet biodiversity will continue to de-

cline (5–7). We propose an alternative ap-

proach that draws on the theory of change 

(see tables S1 to S3). We suggest that the 

overall impact of a post-2020 biodiversity 

framework should be the goal of achieving 

the CBD 2050 vision of “Living in harmony 

with nature.” However, measuring progress 

toward this goal requires a communicable 

and actionable indicator and target, which 

for biodiversity has proven challenging. 

As a largely political construct, supported 

by science, the 2°C climate policy target ad-

opted by the United Nations Framework 

Convention on Climate Change (UNFCCC) 

was not intended to represent the multiple 

dimensions of the climate system and the 

diverse impacts of climate change. The tar-

get has the great advantage of being com-

municable to a nonscience audience and so 

supports understanding of the ambition in 

limiting climate change. Similarly, we argue 

that a comparable simple and measurable 

indicator is needed to support biodiversity 

policy with a specific and easily communi-

cated target against which policy responses 

can be developed and tested. As with the 

global mean temperature metric for climate 

change, a single biodiversity metric will in-

evitably mask considerable spatial variation 

in the status of biodiversity and ignore many 

of the complexities inherent in ecological 

systems. However, as with climate change, a 

communicable, 2°C-like target for biodiver-

sity should be supported by a 

broader range of indicators and 

targets that more fully describe 

the state of biodiversity and its 

drivers of change.

SPECIES EXTINCTION�BASED 
TARGETS
A single biodiversity metric 

needs to be both relevant and 

effective for the goal, as well as 

being easy to measure and com-

municate. With this in mind, 

we propose a metric based on 

the rate of species extinction. 

Current species extinction rates 

clearly exceed those that were 

characteristic of the past, and 

projected future extinction rates 

are much higher still, even given 

large uncertainties (8). Over the 

coming decades, some continu-

ing loss of species is inevitable 

given the current human domi-

nation of Earth’s systems, so we 

suggest an ambitious but achiev-

able rate: keeping described spe-

cies extinctions to well below 20 

per year over the next 100 years 

(see the figure). Thereafter, once there is 

stabilization of human impacts, we suggest 

that a rate closer to background rates (i.e., 

prehistorical rates) should be the aspiration 

(see the figure).

The figure of 20 extinctions per year is 

based on a target to reduce extinctions to 

10 per million-species-years applied to the 

estimated 2 million species described by sci-

ence (see the figure and the supplementary 

CONSERVATION POLICY

A biodiversity target based on species extinctions 
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A single target comparable to the 2°C climate target may help galvanize biodiversity policy
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Targeting an extinction rate
Extinction rates (E/MSY) across a variety of taxonomic groups for different 
historical periods are related to the proposed extinction rate target for the 
next 100 years and the aspirational target (background extinction rates) from 
2120.  Bars show the full range of possible values for E/MSY when E, S, and Y are 
represented by ranges of possible values (see Table S4 for the data sources). Data 
encompass all plants, animals, and fungi unless indicated otherwise.
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 A
lthough worldwide loss of biodiver-

sity arising from human activities is 

widely known, policy has been un-

able to arrest the decline (1). Much 

of this failure can be attributed to a 

lack of mainstreaming of biodiversity 

in public policy (2, pp. 741–762) and limita-

tions in raising the profile of biodiversity 

loss for politicians and the public. Of the 

20 Aichi Biodiversity Targets 

(ABTs) established in 2010 by 

the Convention on Biodiversity 

(CBD), only four show good 

progress, whereas 12 related to 

the state of nature show worsen-

ing trends (1). With the 2020 tar-

get date for the ABTs now upon 

us, it is critical to define a post-

2020 agenda to arrest the loss of 

biodiversity. This will require a 

target, underpinned by a clear 

global goal for biodiversity, that 

can be readily communicated to 

galvanize both political will and 

public support. Similarly to how 

the climate change community 

uses a single indicator (global 

mean temperature change) and 

a target (maximum 2°C rise rela-

tive to preindustrial levels) as a 

rallying point for policy action 

and agreements, we propose a 

2°C-like target for biodiversity 

(see table S1): a measurable, 

near-term target of keeping de-

scribed species extinctions to 

well below 20 per year over the 

next 100 years across all major 

groups (fungi, plants, invertebrates, and ver-

tebrates) and across all ecosystem types (ma-

rine, freshwater, and terrestrial).

Although there are many comprehensive 

proposals that seek to contribute to the post-

2020 agenda (3, 4), they focus on achieving 

conservation actions, such as increasing the 

coverage of areas dedicated to wildlife, or 

maintaining intact wilderness, rather than 

specifying required outcomes for biodiver-

sity (5). As such, there is a real risk, as with 

some of the 2020 ABTs, that targets will be 

met, yet biodiversity will continue to de-

cline (5–7). We propose an alternative ap-

proach that draws on the theory of change 

(see tables S1 to S3). We suggest that the 

overall impact of a post-2020 biodiversity 

framework should be the goal of achieving 

the CBD 2050 vision of “Living in harmony 

with nature.” However, measuring progress 

toward this goal requires a communicable 

and actionable indicator and target, which 

for biodiversity has proven challenging. 

As a largely political construct, supported 

by science, the 2°C climate policy target ad-

opted by the United Nations Framework 

Convention on Climate Change (UNFCCC) 

was not intended to represent the multiple 

dimensions of the climate system and the 

diverse impacts of climate change. The tar-

get has the great advantage of being com-

municable to a nonscience audience and so 

supports understanding of the ambition in 

limiting climate change. Similarly, we argue 

that a comparable simple and measurable 

indicator is needed to support biodiversity 

policy with a specific and easily communi-

cated target against which policy responses 

can be developed and tested. As with the 

global mean temperature metric for climate 

change, a single biodiversity metric will in-

evitably mask considerable spatial variation 

in the status of biodiversity and ignore many 

of the complexities inherent in ecological 

systems. However, as with climate change, a 

communicable, 2°C-like target for biodiver-

sity should be supported by a 

broader range of indicators and 

targets that more fully describe 

the state of biodiversity and its 

drivers of change.

SPECIES EXTINCTION�BASED 
TARGETS
A single biodiversity metric 

needs to be both relevant and 

effective for the goal, as well as 

being easy to measure and com-

municate. With this in mind, 

we propose a metric based on 

the rate of species extinction. 

Current species extinction rates 

clearly exceed those that were 

characteristic of the past, and 

projected future extinction rates 

are much higher still, even given 

large uncertainties (8). Over the 

coming decades, some continu-

ing loss of species is inevitable 

given the current human domi-

nation of Earth’s systems, so we 

suggest an ambitious but achiev-

able rate: keeping described spe-

cies extinctions to well below 20 

per year over the next 100 years 

(see the figure). Thereafter, once there is 

stabilization of human impacts, we suggest 

that a rate closer to background rates (i.e., 

prehistorical rates) should be the aspiration 

(see the figure).

The figure of 20 extinctions per year is 

based on a target to reduce extinctions to 

10 per million-species-years applied to the 

estimated 2 million species described by sci-

ence (see the figure and the supplementary 
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Extinction rates (E/MSY) across a variety of taxonomic groups for different 
historical periods are related to the proposed extinction rate target for the 
next 100 years and the aspirational target (background extinction rates) from 
2120.  Bars show the full range of possible values for E/MSY when E, S, and Y are 
represented by ranges of possible values (see Table S4 for the data sources). Data 
encompass all plants, animals, and fungi unless indicated otherwise.
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 A
lthough worldwide loss of biodiver-

sity arising from human activities is 

widely known, policy has been un-

able to arrest the decline (1). Much 

of this failure can be attributed to a 

lack of mainstreaming of biodiversity 

in public policy (2, pp. 741–762) and limita-

tions in raising the profile of biodiversity 

loss for politicians and the public. Of the 

20 Aichi Biodiversity Targets 

(ABTs) established in 2010 by 

the Convention on Biodiversity 

(CBD), only four show good 

progress, whereas 12 related to 

the state of nature show worsen-

ing trends (1). With the 2020 tar-

get date for the ABTs now upon 

us, it is critical to define a post-

2020 agenda to arrest the loss of 

biodiversity. This will require a 

target, underpinned by a clear 

global goal for biodiversity, that 

can be readily communicated to 

galvanize both political will and 

public support. Similarly to how 

the climate change community 

uses a single indicator (global 

mean temperature change) and 

a target (maximum 2°C rise rela-

tive to preindustrial levels) as a 

rallying point for policy action 

and agreements, we propose a 

2°C-like target for biodiversity 

(see table S1): a measurable, 

near-term target of keeping de-

scribed species extinctions to 

well below 20 per year over the 

next 100 years across all major 

groups (fungi, plants, invertebrates, and ver-

tebrates) and across all ecosystem types (ma-

rine, freshwater, and terrestrial).

Although there are many comprehensive 

proposals that seek to contribute to the post-

2020 agenda (3, 4), they focus on achieving 

conservation actions, such as increasing the 

coverage of areas dedicated to wildlife, or 

maintaining intact wilderness, rather than 

specifying required outcomes for biodiver-

sity (5). As such, there is a real risk, as with 

some of the 2020 ABTs, that targets will be 

met, yet biodiversity will continue to de-

cline (5–7). We propose an alternative ap-

proach that draws on the theory of change 

(see tables S1 to S3). We suggest that the 

overall impact of a post-2020 biodiversity 

framework should be the goal of achieving 

the CBD 2050 vision of “Living in harmony 

with nature.” However, measuring progress 

toward this goal requires a communicable 

and actionable indicator and target, which 

for biodiversity has proven challenging. 

As a largely political construct, supported 

by science, the 2°C climate policy target ad-

opted by the United Nations Framework 

Convention on Climate Change (UNFCCC) 

was not intended to represent the multiple 

dimensions of the climate system and the 

diverse impacts of climate change. The tar-

get has the great advantage of being com-

municable to a nonscience audience and so 

supports understanding of the ambition in 

limiting climate change. Similarly, we argue 

that a comparable simple and measurable 

indicator is needed to support biodiversity 

policy with a specific and easily communi-

cated target against which policy responses 

can be developed and tested. As with the 

global mean temperature metric for climate 

change, a single biodiversity metric will in-

evitably mask considerable spatial variation 

in the status of biodiversity and ignore many 

of the complexities inherent in ecological 

systems. However, as with climate change, a 

communicable, 2°C-like target for biodiver-

sity should be supported by a 

broader range of indicators and 

targets that more fully describe 

the state of biodiversity and its 

drivers of change.

SPECIES EXTINCTION�BASED 
TARGETS
A single biodiversity metric 

needs to be both relevant and 

effective for the goal, as well as 

being easy to measure and com-

municate. With this in mind, 

we propose a metric based on 

the rate of species extinction. 

Current species extinction rates 

clearly exceed those that were 

characteristic of the past, and 

projected future extinction rates 

are much higher still, even given 

large uncertainties (8). Over the 

coming decades, some continu-

ing loss of species is inevitable 

given the current human domi-

nation of Earth’s systems, so we 

suggest an ambitious but achiev-

able rate: keeping described spe-

cies extinctions to well below 20 

per year over the next 100 years 

(see the figure). Thereafter, once there is 

stabilization of human impacts, we suggest 

that a rate closer to background rates (i.e., 

prehistorical rates) should be the aspiration 

(see the figure).

The figure of 20 extinctions per year is 

based on a target to reduce extinctions to 

10 per million-species-years applied to the 

estimated 2 million species described by sci-

ence (see the figure and the supplementary 
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Extinction rates (E/MSY) across a variety of taxonomic groups for different 
historical periods are related to the proposed extinction rate target for the 
next 100 years and the aspirational target (background extinction rates) from 
2120.  Bars show the full range of possible values for E/MSY when E, S, and Y are 
represented by ranges of possible values (see Table S4 for the data sources). Data 
encompass all plants, animals, and fungi unless indicated otherwise.
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pressure, which includes increased benthic 

trawling (5), will further be compounded by 

the combination of warming and acidifica-

tion. These local-scale conclusions are well 

aligned with global models forecasting con-

tinual declines in global ocean animal bio-

mass, especially at higher trophic levels, as 

climates change (8). Beyond the end of this 

century, these impacts are expected to be es-

pecially severe in some regions (9).

Human futures are not the only ones that 

are at stake. Other species, and ecosystems, 

also depend on what’s happening in the sea. 

Marine secondary consumers, such as fish, 

are not the end of the trophic line. Rather, 

they are also food for seabird and marine 

mammal species, which are themselves now 

under pressure from changing climates and 

human activity (10). Moreover, these verte-

brates play a role in the transfer of marine 

nutrients to terrestrial areas, thus contribut-

ing to the functioning of coastal margin and 

island ecosystems (11). 

One finding from Nagelkerken et al.’s 

experiments that might seem unusual is 

the limited impact of acidification alone. 

Acidification’s effects on animals—such as 

influences on embryonic development, adult 

reproduction, and energetics—are now prov-

ing in many cases to be less severe than 

feared (12). But the effects of interactions 

between stressors are not yet well character-

ized. Rich opportunity exists to determine 

just how general Nagelkerken et al.’s find-

ings are, by exploring the outcomes of in-

teractions among multiple stressors such as 

increased temperature, increased carbon di-

oxide, and changing salinity. Whether their 

results, which show an absence under future 

conditions of important stabilizing processes 

that include species substitution, functional 

redundancy, and trophic compensation, ap-

ply as much to other settings as they do to 

the system they investigated is far from clear. 

Indeed, replication in other ways and other 

settings of this work is critical because me-

socosm outcomes can be quite variable (1). 

If the trajectory documented by 

Nagelkerken et al. is found elsewhere, ad-

ditional early warning indicators, such as 

initial declines in primary consumer bio-

mass and productivity, will have been made 

available. These are indicators that could 

help detect and perhaps prevent the tran-

sition of marine systems to states that are 

much less rich and productive than they are 

now. Overall, the message from these marine 

mesocosm trials is clear: Destabilization of 

marine food webs can only be mitigated if 

further concerted action is taken to reduce 

greenhouse gas emissions. j
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NEUROSCIENCE

An early start 
to Huntington’s 
disease
The huntingtin gene 
mutation interferes with 
neurogenesis in 
human fetal cortex 

By Marian DiFiglia 

H
untington’s disease (HD) is a rare, 

inherited brain disorder that causes 

progressive degeneration of neurons, 

impaired movement and cognition, 

and death ~15 years after onset. 

Most carriers of the pathogenic mu-

tation in the huntingtin (HTT) gene develop 

symptoms in midlife, but abnormalities in 

the brain can occur a decade earlier. On 

page 787 of this issue, Barnat et al. (1) de-

scribe anomalies in neuronal precursors 

destined for the cortex of human fetal brain 

and embryonic mouse brain harboring 

HD-associated mutations in the HTT gene. 

These findings prompt questions about the 

impact of these events on early develop-

ment, the emergence of disease, and the 

timing of therapeutic interventions. 

The genetic mutation in HTT causes 

an increase in the number of consecutive 

DNA triplets of CAG, which encodes gluta-

mine. This results in 39 or more glutamine 

residues in the mutant huntingtin protein 

(mHTT) (2). Most of the affected individu-

als are heterozygous for the mutation, have 

an average of 42 CAG repeats in the mutant 

HTT allele, and experience onset of the dis-

ease in midlife. Human embryos studied by 

Barnat et al. had CAG repeat numbers in 

this range. Ten percent of HTT carriers have 

55 or more CAG repeats and suffer juvenile 

onset with progressive cognitive decline 

but more rigid postures instead of the cho-

reiform (rapid, jerky) movements that are 

typical of adult onset HD. Thus, CAG repeat 

length inversely correlates with the age of 

disease onset. The CAG repeat is also unsta-

ble and continues to expand in postmitotic 

neurons, likely instigating greater harm. 

In the postmortem brain of HTT gene 

Laboratory of Cellular Neurobiology, Department of 
Neurology, Massachusetts General Hospital and Harvard 
Medical School, Charlestown MA, USA.  
Email: difiglia@helix.mgh.harvard.edu 

Expected changes to future marine trophic structure
Currently, marine nearshore systems have high primary producer biomass and productivity, which declines 
moderately with increasing trophic level. Mesocosm experiments reveal a sharp decline in primary—but not 
secondary—consumer biomass and productivity in response to expected end-of-century temperature and 
acidification conditions. Such trophic structure is unstable. In the absence of adaptation, systems are expected 
to collapse to those with few secondary consumers and a dominance of primary producers.
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 A
lthough worldwide loss of biodiver-

sity arising from human activities is 

widely known, policy has been un-

able to arrest the decline (1). Much 

of this failure can be attributed to a 

lack of mainstreaming of biodiversity 

in public policy (2, pp. 741–762) and limita-

tions in raising the profile of biodiversity 

loss for politicians and the public. Of the 

20 Aichi Biodiversity Targets 

(ABTs) established in 2010 by 

the Convention on Biodiversity 

(CBD), only four show good 

progress, whereas 12 related to 

the state of nature show worsen-

ing trends (1). With the 2020 tar-

get date for the ABTs now upon 

us, it is critical to define a post-

2020 agenda to arrest the loss of 

biodiversity. This will require a 

target, underpinned by a clear 

global goal for biodiversity, that 

can be readily communicated to 

galvanize both political will and 

public support. Similarly to how 

the climate change community 

uses a single indicator (global 

mean temperature change) and 

a target (maximum 2°C rise rela-

tive to preindustrial levels) as a 

rallying point for policy action 

and agreements, we propose a 

2°C-like target for biodiversity 

(see table S1): a measurable, 

near-term target of keeping de-

scribed species extinctions to 

well below 20 per year over the 

next 100 years across all major 

groups (fungi, plants, invertebrates, and ver-

tebrates) and across all ecosystem types (ma-

rine, freshwater, and terrestrial).

Although there are many comprehensive 

proposals that seek to contribute to the post-

2020 agenda (3, 4), they focus on achieving 

conservation actions, such as increasing the 

coverage of areas dedicated to wildlife, or 

maintaining intact wilderness, rather than 

specifying required outcomes for biodiver-

sity (5). As such, there is a real risk, as with 

some of the 2020 ABTs, that targets will be 

met, yet biodiversity will continue to de-

cline (5–7). We propose an alternative ap-

proach that draws on the theory of change 

(see tables S1 to S3). We suggest that the 

overall impact of a post-2020 biodiversity 

framework should be the goal of achieving 

the CBD 2050 vision of “Living in harmony 

with nature.” However, measuring progress 

toward this goal requires a communicable 

and actionable indicator and target, which 

for biodiversity has proven challenging. 

As a largely political construct, supported 

by science, the 2°C climate policy target ad-

opted by the United Nations Framework 

Convention on Climate Change (UNFCCC) 

was not intended to represent the multiple 

dimensions of the climate system and the 

diverse impacts of climate change. The tar-

get has the great advantage of being com-

municable to a nonscience audience and so 

supports understanding of the ambition in 

limiting climate change. Similarly, we argue 

that a comparable simple and measurable 

indicator is needed to support biodiversity 

policy with a specific and easily communi-

cated target against which policy responses 

can be developed and tested. As with the 

global mean temperature metric for climate 

change, a single biodiversity metric will in-

evitably mask considerable spatial variation 

in the status of biodiversity and ignore many 

of the complexities inherent in ecological 

systems. However, as with climate change, a 

communicable, 2°C-like target for biodiver-

sity should be supported by a 

broader range of indicators and 

targets that more fully describe 

the state of biodiversity and its 

drivers of change.

SPECIES EXTINCTION�BASED 
TARGETS
A single biodiversity metric 

needs to be both relevant and 

effective for the goal, as well as 

being easy to measure and com-

municate. With this in mind, 

we propose a metric based on 

the rate of species extinction. 

Current species extinction rates 

clearly exceed those that were 

characteristic of the past, and 

projected future extinction rates 

are much higher still, even given 

large uncertainties (8). Over the 

coming decades, some continu-

ing loss of species is inevitable 

given the current human domi-

nation of Earth’s systems, so we 

suggest an ambitious but achiev-

able rate: keeping described spe-

cies extinctions to well below 20 

per year over the next 100 years 

(see the figure). Thereafter, once there is 

stabilization of human impacts, we suggest 

that a rate closer to background rates (i.e., 

prehistorical rates) should be the aspiration 

(see the figure).

The figure of 20 extinctions per year is 

based on a target to reduce extinctions to 

10 per million-species-years applied to the 

estimated 2 million species described by sci-

ence (see the figure and the supplementary 
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Targeting an extinction rate
Extinction rates (E/MSY) across a variety of taxonomic groups for different 
historical periods are related to the proposed extinction rate target for the 
next 100 years and the aspirational target (background extinction rates) from 
2120.  Bars show the full range of possible values for E/MSY when E, S, and Y are 
represented by ranges of possible values (see Table S4 for the data sources). Data 
encompass all plants, animals, and fungi unless indicated otherwise.
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Short communication

Can a single index track the state of global biodiversity?
Arnout Jaspers1

Leiden, The Netherlands

1. No collusion? NGO's, dubious biodiversity indicators and the
media

Nature is threatened on many fronts, and it hardly needs to be ar-
gued that action is needed. There is no lack of public understanding of
this. News of the increasing rate at which the Amazon forest is being
burned down sends shockwaves through the media and leads to mass
protests in the streets. Yet, both the World Wildlife Fund (WWF) and the
Intergovernmental Science Policy Platform on Biodiversity and
Ecosystem Services (IPBES) seem to feel the need to quantify the mul-
tiple threats to ecosystems all over the world in a kind of ‘Dow Jones
index of Nature’: a single number for the state of Nature.

IPBES does this by counting threatened species, WWF by publishing
the Living Planet Index. These global indicators of biodiversity are
scientifically highly questionable, generate simplistic and often mis-
leading headlines in the media, and get in the way of proper science
reporting.

2. The ‘ground truth’ about global biodiversity in the media

Early May 2019, IPBES published their Global Assessment Report
(Purvis et al., 2019) and announced in a press release: “1,000,000
species threatened with extinction”. One wonders anyhow about the
relevance of such a number for public consumption. If IPBES had ac-
cidentally omitted a zero, would the average citizen have thought: “ok,
only 100,000 species threatened, that's not so bad”? In 2018, WWF
published their biannual update of the Living Planet Index. According
to their report, this index has fallen by an alarming 60% compared to
1970 (Living Planet Report, 2018). This is the headline that leading
British newspaper The Guardian forged from that: “Since 1970,
humanity has eradicated 60% of the animal populations” (The
Guardian, 2018). They also reported that this “threatens the survival of
civilization”. The Dutch arm of the WWF, on its own website, gives it
another twist: “According to the latest Living Planet Report from 2018,
the number of fish, birds, mammals, amphibians and reptiles has fallen by
as much as 60% since 1970.” (translated from website WWF Nederland,
n.d., my italics).

These simplistic punchlines about 1 million doomed species and
60% less biodiversity (whatever its definition) have quickly become the

media's ‘ground truth’ on this subject, which is now repeated over and
over again (random recent example: Gill, n.d., BBC News), and on social
media as well. The penetration of this ‘ground truth’ into public per-
ception may be considered a great PR-success by the commmunicators
of IPBES and WWF, but in the long run, they undermine the credibility
of science.

For these indices are statistically on shaky ground and their nu-
merical values depend strongly on ad hoc choices, as will be shown
below. It can be argued that they are biased towards a negative outlook
on present and future biodiversity. As a science journalist, I cannot help
but wonder to what extent this is the real purpose of these purportedly
objective global indicators. Proving collusion is difficult, as we have
seen last year, but clearly, organisations like WWF and IPBES know
very well what kind of headlines The Guardian and other media want.

3. Is the extrapolation to 1 million threatened species justified?

The July 25 issue of Science published a Letter (Costello, 2019) from
marine biologist Mark Costello in which he argues that the number of 1
million threatened species is “highly speculative.” How does IPBES get
at this number? It is a percentage of 8.1 million animal species, a
quarter of which are vertebrates (mammals, birds, fish, reptiles and
amphibians) and three quarters are insects. Approximately one hundred
thousand animal species have now been assessed for risk of extinction.
More than 27,000 of those were put on the Red List as being seriously
threatened, threatened or vulnerable. IPBES concludes from this that a
quarter of all vertebrates and a tenth of all insects are at risk of ex-
tinction. So, according to IPBES, the number of endangered animal
species is: 0.25 × 0.25 × 8.1 million + 0.1 × 0.75 × 8.1 mil-
lion = 1.11 million, rounded to 1 million.

That is quite an extrapolation: from one hundred thousand to eight
million species, while the latter's existence is largely hypothetical. After
all, as of today, only 1.8 million species have been described by science.
The remaining 6.3 million have never been studied by a biologist, but
are supposedly hiding in barely researched ecosystems like the deep
ocean and pristine jungle.

Costello argues that attention should be focusing on the 27,000
species that have been shown to exist and are at risk; blowing up such
numbers leads to public ‘compassion extinction’, the feeling that things
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Les efforts de conservation devraient se 
concentrer sur des menaces spécifiques à 
la nature, et non sur des indicateurs 
statistiques de la santé générale de la 
planète qui semblent inspirés par l'envie 
de copier la science du climat : car celle-ci 
a des indicateurs généraux qui ont du 
sens, comme la température mondiale et 
l'élévation du niveau de la mer dans le 
monde. 
Il est clair que des organisations comme le 
WWF et l'IPBES savent très bien quel 
genre de titres veulent le Guardian et 
d'autres médias (sic.)
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Clustered versus catastrophic global 
vertebrate declines

Brian Leung1,2ಞᅒ, Anna L. Hargreaves1, Dan A. Greenberg3, Brian McGill4,5, Maria Dornelas6  
& Robin Freeman7

Recent analyses have reported catastrophic global declines in vertebrate populations1,2.  
However, the distillation of many trends into a global mean index obscures the 
variation that can inform conservation measures and can be sensitive to analytical 
decisions. For example, previous analyses have estimated a mean vertebrate decline 
of more than 50% since 1970 (Living Planet Index2). Here we show, however, that this 
estimate is driven by less than 3% of vertebrate populations; if these extremely 
declining populations are excluded, the global trend switches to an increase. The 
sensitivity of global mean trends to outliers suggests that more informative indices 
are needed. We propose an alternative approach, which identi!es clusters of extreme 
decline (or increase) that di"er statistically from the majority of population trends. We  
show that, of taxonomic–geographic systems in the Living Planet Index, 16 systems  
contain clusters of extreme decline (comprising around 1% of populations; these 
extreme declines occur disproportionately in larger animals) and 7 contain extreme 
increases (around 0.4% of populations). The remaining 98.6% of populations across 
all systems showed no mean global trend. However, when analysed separately, three 
systems were declining strongly with high certainty (all in the Indo-Paci!c region) and 
seven were declining strongly but with less certainty (mostly reptile and amphibian 
groups). Accounting for extreme clusters fundamentally alters the interpretation of 
global vertebrate trends and should be used to help to prioritize conservation e"orts.

Rapid global change is threatening species across the globe1. The quan-
tification of biodiversity trends is important to assess whether current 
investment is slowing or reversing declines, and to identify regions 
and taxa of concern. Although distilling disparate population trends 
into a single global index can focus attention on biodiversity trends2–4, 
simple metrics can distort the full picture.

Estimates of global biodiversity trends vary depending on their 
data and mathematical model. The most apocalyptic models gather 
extensive press coverage, even when based on controversial data (for 
example, ‘biological annihilation’5, which described trend estimates 
based largely on expert opinion; or ‘insect Armageddon’, which is based 
on data disputed by the original collectors6). However, even analyses of 
the best available data reach conflicting conclusions. An analysis of a 
global dataset of abundance time series of vertebrates estimated that, 
on average, vertebrate populations have declined by more than 50% 
since 1970 (Living Planet Index2 (LPI)); however, other global analyses 
found that the mean population size7,8 and species richness9,10 have 
remained stable over similar timeframes. Explanations for the discrep-
ancies have been proposed8,11–13, but not resolved.

One crucial consideration is that summary indices may be easily 
misinterpreted. Calculating the geometric mean across populations 
is the most common and straightforward approach, but is strongly 
influenced by extremes. To illustrate, imagine an ecosystem in which 

one population declined by 99%. Even if a second population increased 
50-fold or 393 populations increased by 1% (that is, a large net increase), 
a geometric mean would show a catastrophic 50% decline. Thus, a 
geometric mean decline of 50% could arise from substantial, wide-
spread loss that is occurring across many populations (we term this the 
‘catastrophic declines’ hypothesis) or from a few extremely declining 
populations (we term this the ‘clustered declines’ hypothesis). Both 
scenarios involve important conservation issues, but suggest vastly 
different underlying problems and require different mitigation strate-
gies14, thus distinguishing between them is of real-world importance.

We derive a Bayesian hierarchical mixture (BHM) model to distin-
guish between the catastrophic and clustered declines hypotheses. The 
model statistically separates population trends into extreme declines, 
typical trends and extreme increases (Fig. 1), while accounting for 
time-series size, within-population fluctuations, number of popula-
tions and among-population variance. We test declines in abundance 
for more than 14,000 vertebrate populations (from the LPI)15. We chose 
LPI data because of its large scope, because the data and analytical 
details were publicly available, and because previous analyses of these 
data suggested widespread, global declines2.

We first examined whether the previous estimate2 of a mean decline 
of more than 50% was sensitive to extreme populations: robust declines 
would support the catastrophic declines hypothesis, whereas high 
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sensitivity to a few populations would support the clustered declines 
hypothesis (Fig. 1). We then applied our BHM model to assess the evi-
dence for catastrophic or clustered declines globally and by region and 
taxonomy. Finally, we explore two additional conservation issues. First, 
we test whether declines occur disproportionately in larger animals 
(large animals tend to have lower reproductive rates), which might 
release small animals from predation16. Second, previous analyses 
often excluded time series with few data points10,12,17, but small time 
series make up most of the available data. We test the effects of their 
exclusion18.

Sensitivity of geometric mean to extreme populations
The geometric mean index that underlies the LPI analysis was highly sen-
sitive to extreme populations. Excluding only the 2.4% most-strongly 
declining populations (354 out of 14,700 populations) reversed the 
estimate of global vertebrate trends from a loss of more than 50% 
to a slightly positive growth (Fig. 2). Similarly, excluding 2.4% of the 
most-strongly increasing populations strengthened the mean decline 
to 71%. High sensitivity suggests that extreme populations are dispro-
portionately affecting global trend estimates, such that clusters of 
extreme population decline should be considered explicitly.

Evidence for clustered declines
Among the 57 domain–realm–taxon systems of the LPI, 16 systems con-
tained clusters of extreme decline and 8 contained clusters of extreme 
growth (of those, 3 systems are repeated, as they had both clusters of 
extreme decline and growth) (Fig. 3 and Supplementary Table 2). Together, 
clusters of extreme decline accounted for only 1% of populations across 
systems (2% of populations in the 16 systems in which they occurred). 
The mean population trend for extremely declining clusters across the 16 
systems was θ2 = −3.94, or approximately 98% loss per year, and deviated 
substantially from the mean trend of the primary cluster in those systems. 
Clusters of extreme growth accounted for 0.4% of populations across 
systems (2.4% in the 8 systems in which they occurred), with θ2 = 3.51, that 
is, an explosive 33× growth per year (Fig. 3 and Supplementary Table 2).

Extreme clusters showed some taxonomic and geographic patterns. 
The largest cluster of extreme declines was in Arctic marine mammals, 
accounting for 7.6% of populations in that system. However, mam-
malian systems generally had the fewest clusters of extreme decline 
(19% of 16 systems), followed by reptile–amphibian systems (21% of 14 
systems), whereas bird and fish systems had more clusters of extreme 
declines (31% of 16 and 45% of 11 systems, respectively) (Fig. 3). Clus-
ters of extreme decline occurred throughout the world, half of which 
occurred in marine realms, whereas extreme increases occurred more 
in temperate regions or terrestrial realms (Fig. 3).

Extreme population trends occurred predominantly in small time 
series. Excluding time series with fewer than 10 points not only removed 
all but two extreme clusters, but also removed 52% of the data (Sup-
plementary Table 3). The higher frequency of extreme trends among 
small time series was also apparent in the raw data (Fig. 4). Thus the 
decision of whether to include small time series will have large effects 
on the resulting estimates of global trends.

Body size was related to population trends. Larger species had three 
times more extreme declines than increases (15 compared with 5 clusters 
of extreme declines compared with extreme increases). Comparatively, 
smaller species had half as many (8) extremely declining and dispro-
portionately more (7) extremely increasing clusters (Supplementary 
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around zero). Deviations can occur in multiple ways. a, b, Most populations in a 
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(b). Each has the same metric of mean decline (vertical red line indicates a 1.5% 
annual decline, corresponding to a 50% loss over 50 years), even though most 
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Fig. 2 | Effect of extreme populations on the global growth index. Removing 
a small fraction of extreme populations strongly influences the geometric 
growth index, using the LPI dataset. Each line represents a different number of 
removed populations, ranging from no removals (red line; all 14,700 
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(dashed horizontal black line).
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Next week, representatives of more than 
190 nations are gathering in Rome to 
discuss how to halt the biodiversity 
crisis during this decade and beyond. 

Since 2010, targets for conserving 
species have shaped policy and galvanized 
efforts to halt species loss worldwide, as part 
of the Convention on Biological Diversity 
(CBD; see www.cbd.int/sp/targets). Yet no 
such targets exist for ecosystems — despite the 
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wealth of evidence showing that their health 
and functions are essential to the processes 
that maintain all life1. 

Targets that are specific, measurable, 
attainable, relevant and timely (SMART) are 
central to project planning and have proved 
to be effective in policies that seek to address 
global problems. For example, during the 
1980s, a group of 20 nations agreed to set vari-
ous limits on the production and consumption 
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Des objectifs spécifiques, mesurables, atteignables, pertinents et 
opportuns (SMART) sont au cœur de la planification des projets et se 
sont révélés efficaces dans les politiques visant à résoudre les problèmes 
mondiaux. Par exemple, au cours des années 80, 20 nations ont convenu 
de fixer des limites à la production et à la consommation de 
chlorofluorocarbures. Cela a aidé à guider l'élimination de ces substances 
dans le cadre du Protocole de Montréal, entré en vigueur en 1989. 

Il est possible d'établir une cible SMART pour les écosystèmes, ainsi que 
des métriques pour suivre les progrès dans l'atteinte de cet objectif. 

Les nations ne sont plus limitées par un manque de connaissances ou de 
méthodes en matière de cartographie et d’évaluation des écosystèmes. 
Elles peuvent utiliser une approche éprouvée et standardisée pour 
l’évaluation des risques écosystémiques : le protocole de la Liste rouge 
des écosystèmes, qui a été adopté par l’Union internationale pour la 
conservation de la nature (UICN) en 2014. 

Les auteurs exhortent les participants aux prochaines réunions à placer 
un objectif et une cible axés sur les écosystèmes aux côtés de ceux basés 
sur les espèces dans les discussions. Les nations ont une chance de 
s'assurer que tous les écosystèmes intacts restants dans le monde 
seront conservés d'ici 2030, que la superficie et l'intégrité globales des 
écosystèmes augmentent d'ici 2050 et que les écosystèmes qui tombent 
en dessous d'un niveau de dégradation défini par le protocole de la Liste 
rouge des écosystèmes. protocole soient restaurés.
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Kamaljit S. Bawaa,b,1, Nandan Nawnc, Ravi Chellamd, Jagdish Krishnaswamya, Vinod Mathure,
Shannon B. Olssonf, Nitin Pandita, Prabhakar Rajagopald,g, Mahesh Sankaranf, R. Uma Shaankerh,
Darshan Shankari, Uma Ramakrishnanf, Abi Tamim Vanaka,j,k, and Suhel Quaderl

Contemporary losses of biodiversity, sometimes referred
to as the sixth mass extinction, continue to mount (1, 2).
A recent assessment by the Intergovernmental Science-
Policy Platform on Biodiversity and Ecosystem Services

(IPBES) estimates that one million of approximately 10
million species that exist now are threatened with ex-
tinction along with the ecosystems they inhabit (3). Yet,
in the post-coronavirus disease 2019 (COVID-19) world,

India and other nations need new frameworks that integrate science with policies to enhance human well-being, restore
and conserve nature, and build capacity. Image credit: Sandesh Kadur (photographer).
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The declaration by the United Nations of 
2021–30 as the UN Decade on Ecosystem 
Restoration is drawing worldwide atten-
tion to the challenge of restoring natural 
eco systems that have been degraded or 
converted (for agricultural use, for exam-
ple)1. Eco system-restoration targets already 
feature prominently in global and national 
policy frameworks aimed at limiting ongoing 
bio diversity loss and climate change. These 
targets are set mainly in terms of the total area 
or percentage of land to be restored. But how 
can this restoration effort be best distributed 
spatially to maximize benefits for both bio-
diversity conservation and efforts to tackle 
climate change? On page  724, Strassburg 
et al.2 address this crucial question across all 
of Earth’s biomes (broad zones of vegetation 
adapted to particular climates). To do this, 
they analyse data on the benefits and costs of 
restoration, using information assembled at 
high spatial resolution across the entire global 
land surface.   

Ecosystem-restoration targets have long 

been regarded as complementing targets for  
protecting relatively intact ecosystems.  
For example, the Aichi Biodiversity Targets3 for  
2011–20, which were established under a key 
UN bio diversity treaty, the Convention on 
Biological Diversity, coupled the ambition of 
restoring “at least 15 per cent of degraded eco-
systems” with that of increasing the cover age of 
protected areas to include “at least 17 per cent  
of terrestrial and inland water, and 10 per  
cent of coastal and marine areas”. However, 
until now, the science of prioritizing where 
best to invest in ecosystem restoration at 
global and national scales has lagged behind 
the many notable scientific advances made 
in prioritizing additions to protected areas4.   

One of the biggest challenges in prioritizing 
areas for restoration (Fig. 1) is balancing the 
benefits for biodiversity conservation against 
those for climate-change mitigation. Forests 
are usually the biomes with the highest poten-
tial to sequester carbon. However, all biomes, 
including non-forest biomes such as natural 
grasslands and shrublands, can contain 

ecosystems in urgent need of restoration to 
prevent the extinction of species found only 
in those ecosystems. Even areas offering sim-
ilar potential for carbon sequestration within 
the same biome (for example, in tropical rain-
forests) can vary greatly in terms of potential 
restoration benefits for bio diversity conser-
vation. This is because such benefits depend 
on the number and uniqueness of the species 
associated with a given area of that biome, and 
the extent to which these species have lost 
habitat elsewhere across their range. 

Balancing benefits is further complicated by 
variation in the probable costs of eco system 
restoration in different parts of the world — 
both the direct costs of restoration and the 
indirect costs of forgoing income from other 
land uses, particularly agricultural produc-
tion. Strassburg and colleagues confront this 
daunting prioritization challenge head-on 
using a new multicriteria approach based on 
a mathematical technique called linear pro-
gramming. This enabled them to optimize res-
toration outcomes that balance the benefits 
for biodiversity and climate-change mitiga-
tion, and the associated costs, in a variety of 
ways. The authors carried out their analysis 
using state-of-the-art data sets that describe 
the spatial distribution of: eco system types 
expected in the absence of major human activ-
ity; current land uses; the potential for carbon 
sequestration by living and dead organic 
matter; habitats of vertebrate species; and 
expected restoration costs.   

Strassburg et al. show that the benefits and 
costs of restoring a given total area of land 
depend very much on where this restoration is 
undertaken. Prioritizing the spatial distribution 
of restoration using a single criterion of benefit 
or cost generally performs poorly in achiev-
ing desirable outcomes for the other criteria. 
For example, restoring 15% of the world’s con-
verted lands by focusing solely on maximizing 
benefits for climate-change mitigation would 
achieve only 65% of the gains potentially achiev-
able for biodiversity (assessed as the resulting 
reduction in risk of species extinctions) if the 
restoration focused instead on maximizing 
biodiversity benefits. Restoration focused 
solely on minimizing costs would achieve 
only 34% of the maximum potential gain for 
biodiversity and 39% of the potential gain  
for climate-change mitigation. Encouragingly, 
however, optimizing for all three criteria simul-
taneously yields a solution that would achieve 
91% and 82% of potential gains for biodiversity 
and climate-change mitigation, respectively, 
while maximizing cost-effectiveness.     

These findings have major implications 
for the setting and implementation of global 
targets for ecosystem restoration. A key dis-
covery by Strassburg and colleagues is that the 
total area restored is a relatively weak metric of 
how restoration might help in reaching funda-
mental goals for biodiversity conservation and Figure 1 | Tree planting during forest restoration in Madagascar.
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Prioritizing where to 
restore Earth’s ecosystems
Simon Ferrier 
Targets for ecosystem restoration are usually specified in 
terms of the total area to be restored. A global analysis reveals 
that the benefits and costs of achieving such targets depend 
greatly on where this restoration occurs. See p.724
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Review

Area-based conservation in the twenty-first 
century

Sean L. Maxwell1ಞᅒ, Victor Cazalis2, Nigel Dudley1,3, Michael Hoffmann4, Ana S. L. Rodrigues2, 
Sue Stolton3, Piero Visconti5,6,7, Stephen Woodley8, Naomi Kingston9, Edward Lewis9,  
Martine Maron1, Bernardo B. N. Strassburg10,11,12, Amelia Wenger1,13, Harry D. Jonas8,14,  
Oscar Venter15 & James E. M. Watson1,16

Humanity will soon de!ne a new era for nature—one that seeks to transform  
decades of underwhelming responses to the global biodiversity crisis. Area-based 
conservation e"orts, which include both protected areas and other e"ective 
area-based conservation measures, are likely to extend and diversify. However, 
persistent shortfalls in ecological representation and management e"ectiveness 
diminish the potential role of area-based conservation in stemming biodiversity loss. 
Here we show how the expansion of protected areas by national governments since 
2010 has had limited success in increasing the coverage across di"erent elements of 
biodiversity (ecoregions, 12,056 threatened species, ‘Key Biodiversity Areas’ and 
wilderness areas) and ecosystem services (productive !sheries, and carbon services 
on land and sea). To be more successful after 2020, area-based conservation must 
contribute more e"ectively to meeting global biodiversity goals—ranging from 
preventing extinctions to retaining the most-intact ecosystems—and must better 
collaborate with the many Indigenous peoples, community groups and private 
initiatives that are central to the successful conservation of biodiversity. The 
long-term success of area-based conservation requires parties to the Convention on 
Biological Diversity to secure adequate !nancing, plan for climate change and make 
biodiversity conservation a far stronger part of land, water and sea management 
policies.

Governments, policy-makers and many members of the conservation 
community have long held that protected areas are a fundamental  
cornerstone of biodiversity conservation1,2. The importance of other 
effective area-based conservation measures (OECMs) is also beginning 
to be recognized3,4. OECMs were defined by the Convention on Biologi-
cal Diversity (CBD) in 2018 as places outside the protected-area estate 
that deliver effective biodiversity conservation, such as government-run 
water catchment areas, territories conserved by Indigenous peoples 
and local communities, as well as some private conservation initiatives 
(Box 1). Both protected areas and OECMs (here referred to collectively 
as area-based conservation measures) are acknowledged in the CBD 
and the 2030 Agenda for Sustainable Development5. In particular, the 
current ten-year Strategic Plan for Biodiversity6 of the CBD—which 
was agreed to by 168 countries in 2010—has an explicit target (Aichi 
Target 11) that stipulates ‘at least 17 per cent of terrestrial and inland 
water areas and 10 per cent of coastal and marine areas, especially areas 

of particular importance for biodiversity and ecosystem services, are 
conserved through effectively and equitably managed, ecologically 
representative and well-connected systems of protected areas and 
OECMs, and integrated into the wider landscape and seascape’ by 2020. 
This target has dominated the area-based conservation agenda for 
the past decade.

Between 2010 and 2019, protected areas expanded from covering 
14.1% to 15.3% of global land and freshwater environments (exclud-
ing Antarctica) and from 2.9% to 7.5% of the marine realm7 (Figs. 1, 2). 
Although it is not yet possible to track their global extent systematically, 
OECMs have emerged as a category of area-based conservation since 
20108. However, despite these encouraging efforts, some disconcert-
ing spatial dynamics in the global protected-area estate are becoming 
more apparent. One recent analysis showed that, on average, 1.1 million 
km2 of land and sea were recorded as being removed from the global 
protected-area estate annually between 2006 and 20189. There is also 

https://doi.org/10.1038/s41586-020-2773-z

Received: 13 December 2019

Accepted: 20 August 2020

Published online: 7 October 2020

 Check for updates

1Centre for Biodiversity and Conservation Science, School of Earth and Environmental Sciences, University of Queensland, St Lucia, Queensland, Australia. 2Centre d’Ecologie Fonctionnelle et 
Evolutive CEFE UMR 5175, CNRS, Univ. de Montpellier, Univ. Paul-Valéry Montpellier, EPHE, Montpellier, France. 3Equilibrium Research, Bristol, UK. 4Conservation and Policy, Zoological Society 
of London, London, UK. 5Institute of Zoology, Zoological Society of London, London, UK. 6Centre for Biodiversity and Environment Research, University College London, London, UK. 
7International Institute for Applied Systems Analysis (IIASA), Laxenburg, Austria. 8World Commission on Protected Areas, International Union for Conservation of Nature, Gland, Switzerland. 
9UN Environment Programme World Conservation Monitoring Centre (UNEP-WCMC), Cambridge, UK. 10Rio Conservation and Sustainability Science Centre, Department of Geography and the 
Environment, Pontifícia Universidade Católica, Rio de Janeiro, Brazil. 11International Institute for Sustainability, Rio de Janeiro, Brazil. 12Programa de Pós Graduacão em Ecologia, Universidade 
Federal do Rio de Janeiro, Rio de Janeiro, Brazil. 13Global Marine Program, Wildlife Conservation Society, New York, NY, USA. 14Future Law, Kota Kinabalu, Malaysia. 15Ecosystem Science and 
Management, University of Northern British Columbia, Prince George, British Columbia, Canada. 16Global Conservation Program, Wildlife Conservation Society, New York, NY, USA.  
ᅒe-mail: smaxwell@uq.edu.au

Nature | Vol 586 | 8 October 2020 | 217

Review

Area-based conservation in the twenty-first 
century

Sean L. Maxwell1ಞᅒ, Victor Cazalis2, Nigel Dudley1,3, Michael Hoffmann4, Ana S. L. Rodrigues2, 
Sue Stolton3, Piero Visconti5,6,7, Stephen Woodley8, Naomi Kingston9, Edward Lewis9,  
Martine Maron1, Bernardo B. N. Strassburg10,11,12, Amelia Wenger1,13, Harry D. Jonas8,14,  
Oscar Venter15 & James E. M. Watson1,16

Humanity will soon de!ne a new era for nature—one that seeks to transform  
decades of underwhelming responses to the global biodiversity crisis. Area-based 
conservation e"orts, which include both protected areas and other e"ective 
area-based conservation measures, are likely to extend and diversify. However, 
persistent shortfalls in ecological representation and management e"ectiveness 
diminish the potential role of area-based conservation in stemming biodiversity loss. 
Here we show how the expansion of protected areas by national governments since 
2010 has had limited success in increasing the coverage across di"erent elements of 
biodiversity (ecoregions, 12,056 threatened species, ‘Key Biodiversity Areas’ and 
wilderness areas) and ecosystem services (productive !sheries, and carbon services 
on land and sea). To be more successful after 2020, area-based conservation must 
contribute more e"ectively to meeting global biodiversity goals—ranging from 
preventing extinctions to retaining the most-intact ecosystems—and must better 
collaborate with the many Indigenous peoples, community groups and private 
initiatives that are central to the successful conservation of biodiversity. The 
long-term success of area-based conservation requires parties to the Convention on 
Biological Diversity to secure adequate !nancing, plan for climate change and make 
biodiversity conservation a far stronger part of land, water and sea management 
policies.
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OPINION

Biodiversity conservation during a global crisis:
Consequences and the way forward
Alok Banga,1 and Suvarna Khadakkarb

The coronavirus disease 2019 (COVID-19) pandemic is
the latest episode in a string of environment-borne
human tragedies, catastrophic in its magnitude, reach,
and repercussions. Understandably, the scientific liter-
ature has focused on the causes and consequences of
the pandemic from an anthropocentric viewpoint. As
immense as the human tragedy surrounding the pan-
demic is, the glaring blind spot is the ecological im-
pact of the pandemic and the pandemic-induced
lockdown. Scientific reports on the impacts of the

pandemic on issues of conservation concern are mi-
nuscule in comparison with reports on social, eco-
nomic, political, and health-related consequences.
The sudden rapid outbreak of the disease, short time
frame since the commencement of the lockdown, and
inaccessibility to field sites to start new empirical stud-
ies and monitor ongoing studies have resulted in the
absence of scientific evidence of direct impacts of the
lockdown on species and ecosystems of concern. As a
result, much of the direct ecological impact of the

The current pandemic, the subsequent lockdown, and the postlockdown flurry to return to normalcy will have vital
positive and negative consequences for biodiversity conservation in places such as the dense forests in the northeast
Indian state of Sikkim, pictured here. A world biodiversity hotspot, the Eastern Himalayan region in northeast India has
recently been the focus of some debate regarding the compliance of environmental regulations in development
projects such as construction of roads and hydroelectric power stations.
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Oc e a n  e c o s y s te m s  a re  u n d e r 
threat. They also hold solutions.  
Climate change is increasing sea lev-
els and making the ocean warmer, 
more acidic and depleted in oxygen. 

The ocean has absorbed around 90% of the 
excess heat trapped by greenhouse-gas emis-
sions and one-third of the carbon dioxide emit-
ted by human activities since the 1980s (ref. 1).

Excessive and destructive fishing threaten 
ocean habitats and biodiversity, from coastal 
margins to open waters and the deep sea2. 
Unsustainable development along coastlines 
is destroying coral reefs, seagrass beds, salt-
marshes and mangrove forests. These house 
biodiversity, sequester carbon, provide nurs-
eries for fish and buffer coasts against storm 
surges (go.nature.com/3m4trjd). Plastics 
and nutrients washed from the land are also 
killing wildlife (go.nature.com/3t4ffpa). All of 
these threats erode the capacity of the ocean 
to provide nutritious food, jobs, medicines 
and pharmaceuticals as well as regulate the cli-
mate. Women, poor people, Indigenous com-
munities and young people are most affected. 

For much too long, the ocean has been out 
of sight, out of mind and out of luck. Attention 
has been scant — from governments, funding 
agencies, financial institutions, food-security 
organizations and the climate-mitigation com-
munity. Nations usually manage their waters 
sector by sector, or issue by issue. The result-
ing hodgepodge of policies fails to consider 
collective impacts. 

Countries are agreed on what needs to 
happen — use marine resources responsibly 
and equitably and manage them sustainably, 
avoiding overfishing, pollution and habitat 
destruction. Our knowledge about the ocean 
is deep. But political action to deliver a healthy 
ocean has been lacking. Until now. 

In September 2018, 14 nations, led by 
Norway and Palau, commissioned a major 
science-based review of ocean threats and 
opportunities as a baseline for resetting pol-
icies. Today, this High Level Panel for a Sus-
tainable Ocean Economy (the Ocean Panel) 
publishes its conclusions3 and commitments4. 

The reports highlight what stands to be 
gained by 2050 by taking a holistic approach 
to the ocean, by asking what it can deliver, 
and for whom. They find that a healthy ocean 
could, with 30% of it protected effectively, 
deliver the following: 20% of the carbon 
emission reductions needed to achieve the 
Paris climate agreement’s warming limit of 
1.5 °C above pre-industrial levels; 40 times 
more renewable energy than was generated 
in 2018 (see go.nature.com/3767y3b); 6 times 

Five priorities for a 
sustainable ocean 
economy
Jane Lubchenco, Peter Haugan & Mari Elka Pangestu

Unleash the ocean’s potential to boost economies  
sustainably while addressing climate change, food  
security and biodiversity. 

A fisher in Mauritius adds bait to a wire fish trap.
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Libérez le potentiel de 
l'océan pour stimuler les 
économies de manière 
durable tout en luttant 
contre le changement 
climatique, la sécurité 
alimentaire et la 
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Extensive ecosystem restoration is increasingly seen as being central to conserving 
biodiversity1 and stabilizing the climate of the Earth2. Although ambitious national 
and global targets have been set, global priority areas that account for spatial 
variation in bene!ts and costs have yet to be identi!ed. Here we develop and apply a 
multicriteria optimization approach that identi!es priority areas for restoration 
across all terrestrial biomes, and estimates their bene!ts and costs. We !nd that 
restoring 15% of converted lands in priority areas could avoid 60% of expected 
extinctions while sequestering 299 gigatonnes of CO2—30% of the total CO2 increase 
in the atmosphere since the Industrial Revolution. The inclusion of several biomes is 
key to achieving multiple bene!ts. Cost e#ectiveness can increase up to 13-fold when 
spatial allocation is optimized using our multicriteria approach, which highlights the 
importance of spatial planning. Our results con!rm the vast potential contributions 
of restoration to addressing global challenges, while underscoring the necessity of 
pursuing these goals synergistically.

The effects of ecosystem degradation and conversion on biodiversity 
and climate have driven ambitious targets for ecosystem restoration 
at national, regional and global levels. The United Nations (UN) has 
declared 2021–2030 the ‘UN Decade on Ecosystem Restoration’, and 
the Bonn Challenge and the New York Declaration on Forests aim to 
restore 350 million hectares worldwide by 2030. The conservation of 
the remaining natural ecosystems remains the most important focus 
to safeguard biodiversity3,4, but the large-scale restoration of ecosys-
tems is seen as pivotal to limiting both climate change2 and species 
extinction1. Ecosystem restoration includes the restoration of con-
verted lands back into healthy ecosystems, as well as the restoration of 
degraded ecosystems5. Under the Paris Climate Accord, 137 countries 
highlighted restoration in their plans, and 196 countries agreed to 
the Convention on Biological Diversity Aichi Biodiversity Target 15 on 
ecological restoration.

Restoration benefits and costs vary markedly across space. A previ-
ous global assessment of areas where trees could be planted indicated 
there is considerable scope for carbon drawdown6, but afforestation 
of nonforest biomes is likely to have negative consequences for native 
biodiversity7,8. Analyses within regions9, or subsets of habitat types10 
or ecoregions11, suggest restoration could be achieved at relatively 
low cost12 and identify overlaps between priority areas for different 
objectives10—but also indicate considerable trade-offs among these 
objectives9. In contrast to the assessment of priorities for conservation 
of remaining natural habitats12–14, a global analysis of priority areas for 
restoration has not yet been conducted and the interplay between 
multiple restoration objectives and biomes remains unknown.

We developed a multicriteria approach for optimizing several out-
comes of restoration (biodiversity conservation, the mitigation of 
climate change and costs) that explicitly accounts for biome-specific 
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differences in restoration outcomes, and applied it globally and across 
all terrestrial biomes. Our algorithm uses linear programming to 
optimize the spatial allocation of restoration for our 3 criteria across 
1,200 scenarios. Linear programming identifies exact solutions to 
linear optimization problems15,16—unlike the heuristic algorithms that 
are more commonly used in conservation12–14, which identify feasible 
solutions of unknown optimality17,18. A recent application found the heu-
ristic solution to be at least 30% less optimal than linear optimization 
solutions17. We built on a single-biome and single-target approach9 by 
developing the capacity to optimize across several biomes simultane-
ously (accounting for biome-specific biodiversity and carbon benefits) 
and across several restoration targets.

We considered all lands converted from natural ecosystems to 
croplands or pasturelands. We did not include the restoration of 

unconverted yet degraded natural ecosystems—which can contribute 
substantially to several global challenges5—because their restoration 
costs and benefits are poorly quantified. Converted lands were derived 
from a land-use remote-sensing product19, combined with informa-
tion on grazing intensity (Methods). Ecosystems were grouped into 
five major types19: forests, grasslands, shrublands, wetlands and arid 
ecosystems. Within each 5 × 5-km cell, restoration of each ecosystem 
type was limited to the fraction we estimated to have originally been 
occupied by that ecosystem (Extended Data Fig. 1, Methods), thereby 
preventing undesirable outcomes such as promoting the afforesta-
tion of grasslands7,20. Converted lands were mapped at 300 × 300-m 
resolution, such that our analysis accounted for some the small-
est islands of the world, many of which are crucial for biodiversity  
conservation.
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Fig. 1 | Global priorities for restoration according to various criteria.  
a–e, Priority areas for restoration, focused on biodiversity (a), the mitigation of 
climate change (b), minimizing costs (c), biodiversity and the mitigation of 
climate change (d) and all three criteria (e). All converted lands are ranked from 

highest priority (top 5%) (dark red) to lowest priority (85–100%) (blue). The 
spatial patterns for individual criteria (a–c) vary considerably, which highlights 
the role of joint optimizations (d, e) in capturing synergies.

Priorités globales de restauration selon divers critères.

Les auteurs constatent que la 
restauration de 15% des terres 
transformées dans les zones 
prioritaires pourrait éviter 60% 
des extinctions attendues tout en 
séquestrant 299 gigatonnes de 
CO2 - 30% de l'augmentation 
totale de CO2 dans l'atmosphère 
depuis la révolution industrielle. 

L'inclusion de plusieurs biomes 
est essentielle pour obtenir des 
avantages multiples.
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G
lobal biodiversity policy is at a cross-

roads. Recent global assessments of 

living nature (1, 2) and climate (3) 

show worsening trends and a rapidly 

narrowing window for action. The 

Convention on Biological Diversity 

(CBD) has recently announced that none of 

the 20 Aichi targets for biodiversity it set in 

2010 has been reached and only six have been 

partially achieved (4). Against this backdrop, 

nations are now negotiating the next genera-

tion of the CBD’s global goals [see supple-

mentary materials (SM)], due for adoption 

in 2021, which will frame actions of govern-

ments and other actors for decades to come. 

In response to the goals proposed in the draft 

post-2020 Global Biodiversity Framework 

(GBF) made public by the CBD (5), we urge 

negotiators to consider three points that are 

critical if the agreed goals are to stabilize or 

reverse nature’s decline. First, multiple goals 

are required because of nature’s complexity, 

with different facets—genes, populations, spe-

cies, deep evolutionary history, ecosystems, 

and their contributions to people—having 

markedly different geographic distributions 

and responses to human drivers. Second, 

interlinkages among these facets mean that 

goals must be defined and developed holisti-

cally rather than in isolation, with potential 

to advance multiple goals simultaneously 

and minimize trade-offs between them. 

Third, only the highest level of ambition in 

setting each goal, and implementing all goals 

in an integrated manner, will give a realistic 

chance of stopping—and beginning to re-

verse—biodiversity loss by 2050. 

Achieving this will require prompt and 

concerted measures to address the causes of 

biodiversity loss (6), meaning that implemen-

tation will be crucial. The draft GBF (5) has 

advanced conceptually relative to its pre-

decessor by highlighting the importance of 

outcome-oriented goals (i.e., what we want 

the state of nature to be in 2050 in terms of, 

for example, species extinction rates or eco-

system area and integrity ). These outcome 

goals link the broad aspirational vision (“liv-

ing in harmony with nature”; see SM) to the 

concrete actions needed to achieve it. The 

outcome goals—operationalized by more spe-

cific targets and assessed using indicators—

provide a compass for directing actions and 

a way of checking their results; for example, 

whether  meeting a set of action-based tar-

gets (e.g., designating X% of Earth’s surface 

as protected areas) delivers on a desired out-

come (e.g., “no net loss in the area and integ-

rity of natural ecosystems” ) needed to realize 

the aspirational vision. It is more important 

than ever that the necessary outcomes are 

incorporated in the GBF and that they ad-

equately cover the distinct facets of nature, 

are sufficiently ambitious, and are grounded 

in the best knowledge available.

Various proposals for the new CBD out-

come goals have focused on individual facets 

of nature, such as ecosystems (7), species (8), 

or genetic diversity (9). What has been miss-

ing is a unified view on how these facets re-

late to each other in setting goals to achieve 

the CBD’s 2050 vision.  To address this gap, we 

surveyed, evaluated, and discussed published 

proposals of goals for ecosystems, species, ge-

netic diversity, and nature’s contributions to 

people (NCP) in relation to the empirical and 

theoretical knowledge in the scientific litera-

ture. Our evaluation addresses whether pro-

posed goals encompass, are consistent with, 

or are opposed to each other; whether they 

are sufficiently ambitious such that meeting 

them will indeed curb and reverse biodiver-

sity trends; and whether they contain all the 

elements needed to make them difficult to 

“game” (i.e., avoid making substantial con-

tributions by exploiting weaknesses in word-

ing) (see SM for details on our analysis).

DISTINCT GOALS
As the failure to achieve the CBD’s single 

2010 goal—to substantially reduce the rate 

of biodiversity loss—shows, having an “apex” 

goal does not guarantee success. Whereas the 

mission of the United Nations Framework 

Convention on Climate Change (UNFCCC) 

focuses on one main outcome—preventing 

dangerous climate change, for which one 

goal and indicator (well below 2°C)  provide a 

reasonable proxy for the others—CBD’s vision 

and mission have three components that are 

distinct, complementary, and often trade off 

with each other: conserving nature, using it 

sustainably, and (though we do not consider 

this component here) sharing its benefits 

equitably. The nature conservation compo-

nent is itself complex because biodiversity 

includes variation in life at all levels, from 

genes to ecosystems. Recognizing this, the 

proposed formulation of the GBF (5) (see SM) 

started by proposing separate goals that ex-

plicitly covered ecosystems, species, genetic 

diversity, and the contributions to people 

derived from them. Whether this structure is 

retained, or the necessary outcomes for these 

facets are instead subsumed into more over-

arching goals, our analysis (see SM) shows 

that all these facets need to be addressed ex-

plicitly because of how they interrelate. If the 

facets were nested into one another like Rus-

sian dolls, or at least nearly so, then a single 

concise goal that specifies one number about 

the most encompassing facet could cover 

all of them. However, although the facets of 

nature are deeply interlinked, they are far 

from neatly nested and represent instead a 

“minimum set” (10, 11). As a result, there is no 

single goal based on any one facet that would, 

if realized, guarantee by itself that the neces-

sary outcome for the other facets would be 

achieved (12, 13).

Another reason for having multiple goals 

is “Goodhart’s law”: Whenever a measure 

becomes a policy goal itself, it ceases to be a 

good measure of the true state of the system 

because it can be “gamed” (14). For example, 

incentives would favor actions to enhance 

the targeted metric irrespective of effects 

on the rest of nature. Given nature’s multi-

dimensionality, this approach would cause 

inefficient use of resources at best and pos-

sibly promote perverse outcomes (14). If the 

CBD enshrined an “apex” goal focusing on 

a single facet of nature, other facets may be 

relegated to the back seat. By incentivizing 

holistic actions, a framework with multiple 
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dimensionality, this approach would cause 

inefficient use of resources at best and pos-

sibly promote perverse outcomes (14). If the 

CBD enshrined an “apex” goal focusing on 

a single facet of nature, other facets may be 

relegated to the back seat. By incentivizing 

holistic actions, a framework with multiple 
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pressure, which includes increased benthic 

trawling (5), will further be compounded by 

the combination of warming and acidifica-

tion. These local-scale conclusions are well 

aligned with global models forecasting con-

tinual declines in global ocean animal bio-

mass, especially at higher trophic levels, as 

climates change (8). Beyond the end of this 

century, these impacts are expected to be es-

pecially severe in some regions (9).

Human futures are not the only ones that 

are at stake. Other species, and ecosystems, 

also depend on what’s happening in the sea. 

Marine secondary consumers, such as fish, 

are not the end of the trophic line. Rather, 

they are also food for seabird and marine 

mammal species, which are themselves now 

under pressure from changing climates and 

human activity (10). Moreover, these verte-

brates play a role in the transfer of marine 

nutrients to terrestrial areas, thus contribut-

ing to the functioning of coastal margin and 

island ecosystems (11). 

One finding from Nagelkerken et al.’s 

experiments that might seem unusual is 

the limited impact of acidification alone. 

Acidification’s effects on animals—such as 

influences on embryonic development, adult 

reproduction, and energetics—are now prov-

ing in many cases to be less severe than 

feared (12). But the effects of interactions 

between stressors are not yet well character-

ized. Rich opportunity exists to determine 

just how general Nagelkerken et al.’s find-

ings are, by exploring the outcomes of in-

teractions among multiple stressors such as 

increased temperature, increased carbon di-

oxide, and changing salinity. Whether their 

results, which show an absence under future 

conditions of important stabilizing processes 

that include species substitution, functional 

redundancy, and trophic compensation, ap-

ply as much to other settings as they do to 

the system they investigated is far from clear. 

Indeed, replication in other ways and other 

settings of this work is critical because me-

socosm outcomes can be quite variable (1). 

If the trajectory documented by 

Nagelkerken et al. is found elsewhere, ad-

ditional early warning indicators, such as 

initial declines in primary consumer bio-

mass and productivity, will have been made 

available. These are indicators that could 

help detect and perhaps prevent the tran-

sition of marine systems to states that are 

much less rich and productive than they are 

now. Overall, the message from these marine 

mesocosm trials is clear: Destabilization of 

marine food webs can only be mitigated if 

further concerted action is taken to reduce 

greenhouse gas emissions. j
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An early start 
to Huntington’s 
disease
The huntingtin gene 
mutation interferes with 
neurogenesis in 
human fetal cortex 

By Marian DiFiglia 

H
untington’s disease (HD) is a rare, 

inherited brain disorder that causes 

progressive degeneration of neurons, 

impaired movement and cognition, 

and death ~15 years after onset. 

Most carriers of the pathogenic mu-

tation in the huntingtin (HTT) gene develop 

symptoms in midlife, but abnormalities in 

the brain can occur a decade earlier. On 

page 787 of this issue, Barnat et al. (1) de-

scribe anomalies in neuronal precursors 

destined for the cortex of human fetal brain 

and embryonic mouse brain harboring 

HD-associated mutations in the HTT gene. 

These findings prompt questions about the 

impact of these events on early develop-

ment, the emergence of disease, and the 

timing of therapeutic interventions. 

The genetic mutation in HTT causes 

an increase in the number of consecutive 

DNA triplets of CAG, which encodes gluta-

mine. This results in 39 or more glutamine 

residues in the mutant huntingtin protein 

(mHTT) (2). Most of the affected individu-

als are heterozygous for the mutation, have 

an average of 42 CAG repeats in the mutant 

HTT allele, and experience onset of the dis-

ease in midlife. Human embryos studied by 

Barnat et al. had CAG repeat numbers in 

this range. Ten percent of HTT carriers have 

55 or more CAG repeats and suffer juvenile 

onset with progressive cognitive decline 

but more rigid postures instead of the cho-

reiform (rapid, jerky) movements that are 

typical of adult onset HD. Thus, CAG repeat 

length inversely correlates with the age of 

disease onset. The CAG repeat is also unsta-

ble and continues to expand in postmitotic 

neurons, likely instigating greater harm. 

In the postmortem brain of HTT gene 
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Expected changes to future marine trophic structure
Currently, marine nearshore systems have high primary producer biomass and productivity, which declines 
moderately with increasing trophic level. Mesocosm experiments reveal a sharp decline in primary—but not 
secondary—consumer biomass and productivity in response to expected end-of-century temperature and 
acidification conditions. Such trophic structure is unstable. In the absence of adaptation, systems are expected 
to collapse to those with few secondary consumers and a dominance of primary producers.
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measurable, assignable, realistic, time-re-

lated) operational targets (15) from them.

In sum, one compelling overarching vi-

sion, buttressed by facet-specific goals that 

are mutually reinforcing, scientifically trac-

table, and individually traceable, will deliver 

the overarching vision more reliably than any 

single-facet goal. Using a single-facet goal as 

the only flagship of global biodiversity policy 

is analogous to using blood pressure or body 

mass index as the sole surrogate for the vi-

sion of “vibrant health”: simple but risky.

COP15 AND BEYOND
The main challenge ahead lies not in the 

number of goals but rather in making them 

happen. However many goals are in the 

GBF, their specific wording and the support-

ing framework of targets and indicators will 

be equally influential on global policy. This 

wording will be decided by the governments 

at the 15th Conference of the Parties (COP15) 

of the CBD in 2021. We summarize critical 

elements emerging from our analysis that 

we hope delegates will consider when estab-

lishing the GBF, intended to help maximize 

positive impacts of each goal and minimize 

perverse interpretations (see the box). 

We have deliberately focused on how the 

different facets of nature and their contri-

butions to people should look in 2030 and 

2050 to achieve the CBD 2050 vision (with 

2030 seen as reflecting crucial “stepping 

stones” in the right direction toward 2050). 

We have not evaluated the economic and 

political consequences of the proposed goals 

nor the governance and distributional chal-

lenges of their implementation. In the case of 

NCP, we focused on their generation rather 

than on how they are accessed to meet ac-

tual needs and therefore result (or not) in 

people’s good quality of life. Implementing 

actions to achieve these outcomes without 

considering social and political issues would 

be a recipe for further failure. We thus pro-

vide just one piece of the formidable puzzle 

that must be resolved. But it is an essential 

piece: what could be effective from the bio-

logical perspective, provided that the right 

actions are implemented and all relevant ac-

tors are involved in pursuing them. Actions 

to implement these goals will need to tackle 

the indirect socioeconomic drivers (and un-

derlying value systems) at the root of nature’s 

decline as well as the direct proximal drivers 

on which conservation has mostly focused to 

date (1). Only then will the 2050 vision have a 

chance. We exhort the parties to be ambitious 

in setting their goals, and holistic in their ac-

tions afterward, to transition to a better and 

fairer future for all life on Earth.        j
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Key considerations for 2050 biodiversity goals
The following key elements are essential for the new post-2020 Convention on Biological 

Diversity goals. If not fully expressed in the actual goals, they should structure the action 

targets and indicator framework. To clarify their ambition and enable tracking of legitimate 

progress, all goals need to have clear reference years (e.g., 2020). For detailed explanations 

and supporting references, see supplementary materials.

The ecosystems goal should:

• Include clear ambition to halt the (net) loss of “natural”  ecosystem area and integrity.

• Expand ecosystem restoration to support no net loss by 2030 relative to 2020, and net 

gain of 20% of area and integrity of “natural” ecosystems and 20% gain of integrity of 

“managed” ecosystems by 2050.

• Require strict conditions and limits to compensation, including “like-for-like” (substitution 

by the same or similar ecosystem as that lost) and no loss of “critical” ecosystems that 

are rare, vulnerable, or essential for planetary function, or which cannot be restored.

• Recognize that improving the integrity of “managed” ecosystems is key to the continued 

provision of many of nature’s contributions to people. 

• Recognize that outcomes of conservation and restoration activities strongly depend on 

location and that spatial targeting is essential to achieve synergies with other goals.

The species goal should:

• Have clear ambitions to reduce extinction risk and extinction rate across both threatened 

and nonthreatened species by 2050, with a focus on threatened species in the short term. 

• Focus on retaining and restoring local population abundances and the natural geographi-

cal extent of ecological and functional groups that have been depleted, and on conserving 

evolutionary lineages across the entire “tree of life.”

The genetic diversity goal should:

• Include maintenance of genetic diversity—the raw material for evolutionary processes 

that support survival and adaptation; population size is not an adequate proxy for this.

• Be set at the highest ambition level (e.g., above 90% of genetic diversity maintained). 

• Focus on populations and their adaptive capacity and include wild species and domesti-

cated species and their wild relatives.

The nature’s contributions to people (NCP) goal should:

• Be addressed directly in a goal that recognizes NCP (e.g., food, medicines, clean water, 

and climate regulation) and avoids conflation with a good quality of life (e.g., food security 

or access to safe drinking water), which results from other factors as well as from NCP.

• Encompass spatial and other distributional aspects, such as provision from both “natural” 

and “managed” ecosystems, and inter- and intragenerational equity to ensure benefits to all.
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Global conservation of species’ niches

Jeffrey O. Hanson1ಞᅒ, Jonathan R. Rhodes2, Stuart H. M. Butchart3,4, Graeme M. Buchanan5, 
Carlo Rondinini6, Gentile F. Ficetola7,8 & Richard A. Fuller1

Environmental change is rapidly accelerating, and many species will need to adapt to 
survive1. Ensuring that protected areas cover populations across a broad range of 
environmental conditions could safeguard the processes that lead to such 
adaptations1–3. However, international conservation policies have largely neglected 
these considerations when setting targets for the expansion of protected areas4. Here we 
show that—of 19,937 vertebrate species globally5–8—the representation of environmental 
conditions across their habitats in protected areas (hereafter, niche representation) is 
inadequate for 4,836 (93.1%) amphibian, 8,653 (89.5%) bird and 4,608 (90.9%) terrestrial 
mammal species. Expanding existing protected areas to cover these gaps would 
encompass 33.8% of the total land surface—exceeding the current target of 17% that has 
been adopted by governments. Priority locations for expanding the system of protected 
areas to improve niche representation occur in global biodiversity hotspots9, including 
Colombia, Papua New Guinea, South Africa and southwest China, as well as across most 
of the major land masses of the Earth. Conversely, we also show that planning for the 
expansion of protected areas without explicitly considering environmental conditions 
would marginally reduce the land area required to 30.7%, but that this would lead to 
inadequate niche representation for 7,798 (39.1%) species. As the governments of the 
world prepare to renegotiate global conservation targets, policymakers have the 
opportunity to help to maintain the adaptive potential of species by considering niche 
representation within protected areas1,2.

In response to the biodiversity crisis, 195 governments have signed the 
Convention on Biological Diversity (https://cbd.int). Signatories have 
pledged to conserve habitats that support ‘key evolutionary processes’ 
(Article 8, Annex I of the convention)—in part, by conserving at least 17% 
of the Earth’s terrestrial and inland water areas and 10% of coastal and 
marine areas (especially areas of particular importance for biodiversity), 
through ecologically representative systems of protected areas and other 
effective area-based conservation measures (Aichi Target 11, https://
www.cbd.int/sp/targets/). Because habitat heterogeneity can foster local 
adaptations to local conditions, a well-designed system of protected 
areas would conserve populations in suitable habitats that contain dif-
ferent environmental conditions (that is, a representative sample of the 
realized niche of each species) and—in turn—maximize the persistence 
of species1,2,10. However, despite progress in understanding how much 
habitat is available for species in protected areas5,6,11, very little is known 
about how well protected areas cover the diversity of environmental 
conditions that affect the adaptive potential of any given species. As 
consideration is already being given to a new framework for conserving 
biodiversity, it is imperative that conservation scientists and policymak-
ers understand how much progress has been made towards protecting 
biodiversity and how best to shape future conservation targets.

Here we assess the representation of the realized climatic niches (here-
after, niches) of species by protected areas globally. We obtained maps 
of the extent of suitable habitat (hereafter, habitat maps) for the majority 
of the world’s known bird (n = 9,670)5,6, terrestrial mammal (n = 5,070)7 

and amphibian (n = 5,197)8 species, and subdivided the habitat map 
of each species into 10 partitions on the basis of climatic conditions12 
(see Extended Data Fig. 1 for sensitivity analysis). For each species, we 
calculated a target percentage of its global geographic distribution to be 
covered by protected areas, decreasing from 100% for species with less 
than 1,000 km2 of habitat to 10% for those with more than 250,000 km2 
of habitat, and linearly interpolated on a log-linear scale between these 
thresholds11,13. We then applied the global geographic representation 
target of each species to each of its climatic partitions to assess niche 
representation. Next, we overlaid the partitioned habitat maps of all 
species with the boundaries of protected areas14 (Extended Data Fig. 2) 
and identified which species are inadequately represented because 
their target level of coverage is not met. To understand how accounting 
for species’ niches might alter conservation priorities, we generated 
two spatial prioritizations to identify areas needed to reach targets for 
the partitioned and unpartitioned habitat maps of each species. We 
used data on Key Biodiversity Areas—defined as ‘sites that contribute 
significantly to the global persistence of biodiversity’15—to explore the 
contribution that their protection would make to conserving species’ 
niches. We overlaid maps of the boundaries of Key Biodiversity Areas16 
with the protected area and partitioned habitat maps, and compared 
their performance with randomly selected localities of a similar extent.

We found that 18,097 (90.8%) species do not have their niche adequately 
represented by existing protected areas (Fig. 1). Although 5,384 (27%) spe-
cies have their overall distribution adequately represented by protected 
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conditions across their habitats in protected areas (hereafter, niche representation) is 
inadequate for 4,836 (93.1%) amphibian, 8,653 (89.5%) bird and 4,608 (90.9%) terrestrial 
mammal species. Expanding existing protected areas to cover these gaps would 
encompass 33.8% of the total land surface—exceeding the current target of 17% that has 
been adopted by governments. Priority locations for expanding the system of protected 
areas to improve niche representation occur in global biodiversity hotspots9, including 
Colombia, Papua New Guinea, South Africa and southwest China, as well as across most 
of the major land masses of the Earth. Conversely, we also show that planning for the 
expansion of protected areas without explicitly considering environmental conditions 
would marginally reduce the land area required to 30.7%, but that this would lead to 
inadequate niche representation for 7,798 (39.1%) species. As the governments of the 
world prepare to renegotiate global conservation targets, policymakers have the 
opportunity to help to maintain the adaptive potential of species by considering niche 
representation within protected areas1,2.

In response to the biodiversity crisis, 195 governments have signed the 
Convention on Biological Diversity (https://cbd.int). Signatories have 
pledged to conserve habitats that support ‘key evolutionary processes’ 
(Article 8, Annex I of the convention)—in part, by conserving at least 17% 
of the Earth’s terrestrial and inland water areas and 10% of coastal and 
marine areas (especially areas of particular importance for biodiversity), 
through ecologically representative systems of protected areas and other 
effective area-based conservation measures (Aichi Target 11, https://
www.cbd.int/sp/targets/). Because habitat heterogeneity can foster local 
adaptations to local conditions, a well-designed system of protected 
areas would conserve populations in suitable habitats that contain dif-
ferent environmental conditions (that is, a representative sample of the 
realized niche of each species) and—in turn—maximize the persistence 
of species1,2,10. However, despite progress in understanding how much 
habitat is available for species in protected areas5,6,11, very little is known 
about how well protected areas cover the diversity of environmental 
conditions that affect the adaptive potential of any given species. As 
consideration is already being given to a new framework for conserving 
biodiversity, it is imperative that conservation scientists and policymak-
ers understand how much progress has been made towards protecting 
biodiversity and how best to shape future conservation targets.

Here we assess the representation of the realized climatic niches (here-
after, niches) of species by protected areas globally. We obtained maps 
of the extent of suitable habitat (hereafter, habitat maps) for the majority 
of the world’s known bird (n = 9,670)5,6, terrestrial mammal (n = 5,070)7 

and amphibian (n = 5,197)8 species, and subdivided the habitat map 
of each species into 10 partitions on the basis of climatic conditions12 
(see Extended Data Fig. 1 for sensitivity analysis). For each species, we 
calculated a target percentage of its global geographic distribution to be 
covered by protected areas, decreasing from 100% for species with less 
than 1,000 km2 of habitat to 10% for those with more than 250,000 km2 
of habitat, and linearly interpolated on a log-linear scale between these 
thresholds11,13. We then applied the global geographic representation 
target of each species to each of its climatic partitions to assess niche 
representation. Next, we overlaid the partitioned habitat maps of all 
species with the boundaries of protected areas14 (Extended Data Fig. 2) 
and identified which species are inadequately represented because 
their target level of coverage is not met. To understand how accounting 
for species’ niches might alter conservation priorities, we generated 
two spatial prioritizations to identify areas needed to reach targets for 
the partitioned and unpartitioned habitat maps of each species. We 
used data on Key Biodiversity Areas—defined as ‘sites that contribute 
significantly to the global persistence of biodiversity’15—to explore the 
contribution that their protection would make to conserving species’ 
niches. We overlaid maps of the boundaries of Key Biodiversity Areas16 
with the protected area and partitioned habitat maps, and compared 
their performance with randomly selected localities of a similar extent.

We found that 18,097 (90.8%) species do not have their niche adequately 
represented by existing protected areas (Fig. 1). Although 5,384 (27%) spe-
cies have their overall distribution adequately represented by protected 
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The Convention on Biological Diversity highlights the importance 
of conserving habitats that promote evolutionary processes. However, 
this has not been explicitly addressed in the targets to be met by 2020. 
Effectively conserving such habitats give species a greater chance of 
long-term persistence.
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Fig. 2 | Priority areas 
for covering species’ 
niches.  
a, Spatial 
prioritization for 
expanding the global 
system of protected 
areas to represent 
the breadth of 
environmental 
conditions found 
across the 
geographic ranges of 
species (n = 19,937).  
b, Areas that would 
increase the 
representation of 
species’ niches that 
are missing when 
species’ niches are 
not considered 
during reserve 
selection. To aid 
visual interpretation, 
data show the 
proportion of 25-km2 
planning units 
selected in 2,500-
km2 grid cells.

Alors que les 
gouvernements 
du monde se 
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objectifs 
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Forests provide essential livelihoods and environmental ser-
vices. They harbour a disproportionate amount of the world’s 
biodiversity, regulate key aspects of the global carbon cycle 

and weather patterns, and contribute directly to national incomes 
and the local livelihoods of millions of people worldwide. Their 
role in sustainability transitions is re-emphasized by multiple cur-
rent international sustainability agendas. Forests can be linked to  
most—if not all—of the Sustainable Development Goals through 
contributions to ecosystem services, green economic opportu-
nities, and social and environmental justice agendas1,2. Forests  
are also essential to the Paris Climate Agreement,3 the Aichi 
Biodiversity Targets and the Post-2020 Global Biodiversity 
Framework4,5. Further, the Bonn Challenge aims to bring under 
restoration 350 Mha of degraded lands globally by 2030, and the 
New York Declaration on Forests identifies 10 specific global forest 
goals6. Forests are a key mechanism for mitigating climate change 

through forest protection, restoration and afforestation7,8. This 
prominent attention to forests, especially in human-dominated 
tropical and subtropical regions, creates a need for a comprehensive 
policy-oriented research agenda.

Research on forests and livelihoods has typically focused on try-
ing to understand how household- or community-level dynamics, 
including rights to resources and land-use decisions, affect local 
livelihoods and forests9. However, new research on forests dem-
onstrates the importance of links between human and natural sys-
tems at regional, inter-continental and global scales10. For example, 
demand for commodity crops in Europe, North America and emerg-
ing economies is driving environmental degradation in the Amazon, 
Congo Basin and Indonesian peatlands11. In turn, smoke from forest 
and peat fires in Indonesia affects human health in Southeast Asian 
countries12. Identifying and understanding large-scale processes 
linked to forests and livelihoods with disproportionate effects on 
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and evaluation platforms that can be used by local communities, civil society organizations, governments and international 
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can provide more precise estimates of specific factors being anal-
ysed. However, both methods run the risk of corroborating theory 
if statistical models are poorly defined.

Generating more robust and comprehensive causal analyses 
will require: (i) a better balance between hypothesis generation 
and hypothesis testing, including a stronger integration of research 
methods (for example, between qualitative and quantitative meth-
ods to generate mixed methodologies), and use of both classic quali-
tative studies as well as emerging tools and approaches not widely 
used in the forest-linked livelihoods field, including novel tools for 
systematic qualitative analyses64, machine learning65, modelling 
approaches66 and randomized control trials67; (ii) strengthening 
existing data platforms (for example, TRASE (https://trase.earth) 
and the World Bank Microdata Library68), and better integrating 
secondary socio-economic and biophysical datasets to assess joint 
livelihood and forest outcomes (for example, ref. 58); (iii) a more 
careful design of quantitative and qualitative primary data collec-
tion efforts that can be combined with existing datasets; and (iv) 
closer partnerships among different stakeholders to ensure that 
research can be co-produced and leveraged in advocacy strategies. 
Approaches that can leverage the relative strengths of different data-
sets and methods are most likely to identify new and better strate-
gies of change for advocacy and policy interventions.

Deeper exploration of geographical and temporal scales
Although spatiotemporal scales are inherently integrated into mul-
tiple frameworks to address human–environment interactions, 
existing empirical approaches have not been consistent nor explicit 
in the incorporation of scale into forests and livelihoods research. 
For example, estimates of the economic contribution of forests to 
national gross domestic product (GDP) exist at the national admin-
istrative scale, but it is not clear how these national-level figures link 
to household-level estimates of forest benefits or forest contribu-
tions to local incomes and economies. And by contrast, although 
household-level surveys provide estimates of forest contributions 

to local livelihoods, it is generally not possible to relate these to 
national-level estimates of contributions to GDP69. As a conse-
quence, tracking how different economic and ecological processes 
and factors, including the trends discussed here, affect forests and 
livelihoods across scales remains difficult. The combination of vari-
ous secondary data sources, including national census data and rep-
resentative household surveys—such as the World Bank’s Living 
Standards Measurement Survey or USAID’s Demographic Health 
Survey—with national-level datasets, holds enormous promise for 
multi- and cross-scale empirical analyses. These data are collected 
regularly over time, and can be iteratively aggregated at different 
administrative units (for example, from villages < municipalities 
< districts) and merged to cover spatial gaps and measure changes 
over time. The reconciliation of evidence across spatiotemporal 
scales does confront substantial challenges because different socio-
economic data collection efforts are often inconsistent in both 
space and time, with different waves of household data collections 
designed to be representative cross-sectional samples rather than 
panel datasets. Emerging technologies—such as machine learn-
ing and big data analytics—promise potential avenues to reconcile 
some of these spatial and temporal incongruencies70. Compilation 
efforts to combine disparate high-spatial resolution datasets will be 
particularly useful to understand the relative effects of factors and 
processes co-occurring in space and time—such as the five trends 
that we advance. Furthermore, they are also particularly useful to 
understand social and spatial heterogeneity of effects and outcome 
patterns, and also spill over effects of changing forest-livelihood 
relationships.

Concluding remarks
The five trends above emphasize the importance of novel actors 
(middle-class citizens as well as emerging national elites in low- 
and middle-income countries), new technologies (ICTs and digi-
tal monitoring platforms), increasing mobility patterns (changing 
gender relations and circular knowledge exchanges) and changing 
dynamics (forest megadisturbances and accelerating infrastruc-
ture development). They also highlight key mechanisms through 
which these trends likely affect forests and forest livelihoods (Fig. 
3), including new conservation priorities, shifting agricultural and 
extractive frontiers, land abandonment and changing agricultural 
practices, and monitoring and evaluation tools.

Gaining a better understanding of how forests and forest liveli-
hoods are being affected by the five trends we identify is critical 
for policy and advocacy at local, national and international scales. 
Building on case study research, placing greater emphasis on cau-
sality and integrating different knowledges across geographical 
and temporal scales could provide a more detailed understanding 
of long-term social and environmental outcomes at multiple lev-
els, and generate a more nuanced understanding of the complex 
forest-livelihood synergies and trade-offs in relation to multiple 
Sustainable Development Goals. Building a research agenda with 
the potential for policy impact will require redoubling efforts to 
strengthen multiple types of collaborations, including between 
social and natural scientists, between scientists and policymakers, 
and partnerships that recognize the validity and legitimacy of both 
local and global knowledge, including decolonizing methodologies 
and participatory approaches that help counter pervasive western 
forest management models. Such changes in approach are vital if 
the research community is to find ways of working together with 
forest communities and their allies that adequately link specific 
placed-based outcomes to global trends.

Building such links might constitute a challenge given rising 
global protectionist, nationalist and authoritarian trends, which 
are making it more difficult for civil society organizations to legally 
register, get work permits or access funding in places affected by ris-
ing competition over natural resources such as water, food, fuel and 

Fig. 3 | Forest-livelihood linkages in a globalized world. Five large-scale 
socioeconomic and biophysical trends (blue shapes) likely to influence 
forests and livelihoods (area inside the red circle) through a series of 
mechanisms (orange shapes).
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Les auteurs utilisent une approche d’horizon scanning
pour identifier cinq tendances à grande échelle 
susceptibles d'avoir des effets substantiels à moyen et 
long terme sur les forêts et les moyens de subsistance 
associés : les méga perturbations des forêts ; 
l'évolution de la démographie rurale ; la montée de la 
classe moyenne dans les pays à revenu faible ou 
intermédiaire ; une disponibilité, un accès et une 
utilisation accrus des technologies numériques ; et le 
développement d'infrastructures à grande échelle.
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The future of humanity depends on how we respond to the cur-
rent social-ecological crisis1. Existing paradigms in conserva-
tion and sustainability science have informed and influenced 

large-scale knowledge assessments and policies on the environ-
ment. Over the past 60 years, scientific perspectives on the relation-
ship between humanity and nature have gone through four major  
stages, which Mace in 2014 (ref. 2) labelled as “nature for itself ” 
(1960s and 1970s); “nature despite people” (1980s and 1990s); 
“nature for people” (2000–2005); and “nature and people” (2005–
present). Each of these phases has been characterized by different 

environmental policy and management goals, such as those for 
harvested species shifting from maximum sustained yield of single 
populations to management of entire ecosystems for resilience3. 
Given the increased demand for policy-relevant knowledge and the 
epistemic complexity involved in its production, further synthesis 
and interpretation of large-scale knowledge assessments is needed 
to distill key findings for policy-makers4.

In 2005, the Millennium Ecosystem Assessment (MA)5, with 
its focus on ecosystem services and human well-being, marked the 
end of the ‘nature for people’ phase. It was inspired by previous  
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Regional and global assessments periodically update what we know, and highlight what remains to be known, about the link-
ages between people and nature that both define and depend upon the state of the environment. To guide research that better 
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and three key themes by the Intergovernmental Science-Policy Platform for Biodiversity and Ecosystem Services. We assess 
their relevance to global sustainability goals and trace their evolution relative to those identified in the Millennium Ecosystem 
Assessment. We found that global sustainability goals cannot be achieved without improved knowledge on feedbacks between 
social and ecological systems, effectiveness of governance systems and the influence of institutions on the social distribution of 
ecosystem services. These top research priorities have persisted for the 14!years since the Millennium Ecosystem Assessment. 
Our analysis also reveals limited understanding of the role of indigenous and local knowledge in sustaining nature’s benefits to 
people. Our findings contribute to a policy-relevant and solution-oriented agenda for global, long-term social-ecological research.
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scenario simulation have supported progress in understanding the 
temporal dynamics of ecological change32,33 and trade-offs among 
ES/NCP34. Changes in societal values, including those of scientists, 
also drive shifts in research agendas by influencing funding strate-
gies and engagement in science-policy platforms such as IPBES. For 
example, growing interest in how institutions and socio-ecological 
dynamics relate to equity and justice may result in further changes 
in research priorities.

Our mapping of policy-relevant knowledge gap clusters in the 
IPBES conceptual framework identifies essential linkages among 
these gaps. For example, monitoring the temporal dynamics of 
ecological change (Cluster 7) is fundamental to proper diagnosis 
of trade-offs among ES/NCP (Cluster 2) and in the detection of 
feedbacks between social and ecological change (Cluster 1). Local 
understandings of how people resolve trade-offs among ES/NCP 
(Cluster 2) and achieve its sustainable co-production (Cluster 4) 
are critical to understanding and managing feedbacks (Cluster 1). 
In addition, integrated valuation of the multiple contributions of 
ES/NCP to good quality of life (Cluster 6) is needed to design effec-
tive governance systems (Cluster 5) and institutional arrangements 
that ensure a fair distribution of ES/NCP among social groups 
(Cluster 3). The explicit consideration of these linkages in the 
design and implementation of research projects and programmes 
increases their potential impact on policy and cost effectiveness by 
capturing critical interactions between people and nature and trac-
ing the linkages between ecosystems and ES/NCP, human behav-
iour and its impacts on nature, and the capacity of social-ecological 
systems to ensure the sustainable co-production and fair distribu-
tion of ES/NCP.

Our synthesis and prioritization of knowledge gap clusters show 
that improving our understanding of feedbacks between social and 
ecological systems, of governance effectiveness and of the influence 
of institutions on ES/NCP distribution is critical for achieving ABTs 
and SDGs, while our comparison to knowledge gaps after the MA 

indicates that these gaps have persisted as top research priorities for 
at least the last 14 years (Figs. 1 and 2). In addition, mapping clusters 
in the IPBES framework shows that these three knowledge gaps are 
related to conceptual elements at the core of the framework, high-
lighting the interconnected and persistent gaps in our knowledge 
about the links among institutions, governance and other indirect  
drivers, ES/NCP and good quality of life, and their feedbacks  
(Fig. 1). All IPBES reports, and most recently the Global Assessment, 
recognize the limited success of recent social and political dynamics 
for tackling these interconnected and persistent gaps. Such persis-
tence is likely to impede the progress that is urgently required to 
achieve sustainable and equitable governance solutions. The identi-
fication of persistent gaps helps in understanding why certain targets  
have not been met and how to frame post-2020 targets. Keeping 
ubiquitous (for example, Cluster 4) and persistent (for example, 
Clusters 1, 3 and 5) gap themes in globally agreed policy targets 
might attract action and motivate countries to address these gaps, 
as happened in the past. For example, ABT 11 and 14 on ecosystem 
services led the European Union to translate the targets into actions, 
with Action 5 of Target 2 of the EU Biodiversity Strategy instructing 
member states to map and value ecosystem services in their national 
territories following the formation of MAES11. Nevertheless, resolv-
ing this knowledge deficit is a necessary but insufficient condition 
for meeting policy goals and targets, since knowledge gaps lead to 
inaction when combined with institutions, power and values that 
lock decisions required for transformation35.

These policy-relevant gaps may have been persistent over the 
years because of their complex, multi-scalar and wicked nature that 
requires truly interdisciplinary research to capture critical inter-
actions between people and nature, and to take advantage of the 
linkages among gaps2. Although current research on ES/NCP has 
become more interdisciplinary36, it is still evolving37. Several ongo-
ing initiatives promise to address the interconnected and persis-
tent knowledge gaps identified here. Long-term social-ecological 
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Fig. 2 | Evolution of key knowledge gaps from MA to IPBES. Change in the importance for ecosystem sustainability of the top-seven policy-relevant 
knowledge gap clusters between MA5 (left axis) and the seven regional and thematic assessments reports by IPBES20–26 (right axis).
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Les auteurs constatent que les objectifs de 
durabilité mondiaux ne peuvent être atteints sans 
une meilleure connaissance des rétroactions entre 
les systèmes sociaux et écologiques, l'efficacité des 
systèmes de gouvernance et l'influence des 
institutions sur la distribution sociale des services 
écosystémiques. 
Ces principales priorités de recherche ont persisté 
pendant les 14 années écoulées depuis l'Évaluation 
des écosystèmes pour le millénaire. L’analyse révèle 
également une compréhension limitée du rôle des 
connaissances autochtones et locales dans le 
maintien des avantages de la nature pour les 
populations.
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A “Global Safety Net” to reverse biodiversity loss 
and stabilize Earth’s climate
E. Dinerstein1*, A. R. Joshi2, C. Vynne1, A. T. L. Lee1, F. Pharand-Deschênes3,4, M. França4, 
S. Fernando1, T. Birch5, K. Burkart6, G. P. Asner7, D. Olson8

Global strategies to halt the dual crises of biodiversity loss and climate change are often formulated separately, 
even though they are interdependent and risk failure if pursued in isolation. The Global Safety Net maps how 
expanded nature conservation addresses both overarching threats. We identify 50% of the terrestrial realm that, 
if conserved, would reverse further biodiversity loss, prevent CO2 emissions from land conversion, and enhance 
natural carbon removal. This framework shows that, beyond the 15.1% land area currently protected, 35.3% of 
land area is needed to conserve additional sites of particular importance for biodiversity and stabilize the climate. 
Fifty ecoregions and 20 countries contribute disproportionately to proposed targets. Indigenous lands overlap 
extensively with the Global Safety Net. Conserving the Global Safety Net could support public health by reducing 
the potential for zoonotic diseases like COVID-19 from emerging in the future.

INTRODUCTION
Approximately half of Earth’s terrestrial surface is considered to be 
in a natural or seminatural condition (1, 2). How does this remain-
ing habitat overlap with global conservation priorities and carbon 
storage requirements? This paper highlights sites of particular 
importance for biodiversity where additional conservation attention 
is needed, and other intact lands of high value for carbon storage 
and other ecosystem services. It also depicts the coincidence and 
disparities between terrestrial biodiversity and carbon storage 
priorities. This spatially explicit output, entitled the Global Safe-
ty Net for saving life on Earth, is intended to be a dynamic tool 
to support multilateral, national, and subnational land use plan-
ning efforts.

While the parallel crises of biodiversity loss and climate change 
have generally been approached separately, a key solution for two of 
the most pressing challenges of our time is the same: conserve 
enough nature and in the right places. Analyses designed to protect 
biological diversity have converged on the need to conserve and 
connect approximately half the Earth (1, 3, 4). In addition, several 
studies indicate that above 1.5°C in global average temperature rise, 
many ecosystems would be unable to adapt and, with increased bio-
diversity loss, could collapse (5). Nature-based solutions offer es-
sential means to achieving the global climate objective of staying 
below 1.5°C (6–8). Achieving a future in which people and nature 
thrive is possible, but more ambitious conservation targets will be 
required (9, 10).

To this end, a Global Deal for Nature has been proposed as a 
time-bound, science-based plan to be paired with the Paris Climate 
Agreement to save the diversity and abundance of life on Earth (11). 
This framework describes a set of science-based targets—organized 
by country and ecoregion—that would be required to conserve the 
vast majority of terrestrial plant and animal species. The Global 
Deal for Nature framework is mutually supportive of policies to 

address climate change. Scaling nature conservation offers fast and 
cost-effective measures to help stabilize the climate while providing 
cobenefits from ecosystem services such as the provisioning of clean 
air and water and the reduction in edge effects that could lead to 
future disease outbreaks.

The need for an ambitious global conservation agenda has taken 
on a new urgency in 2020 after the rapid spread of the COVID-19 
virus. Global shifts in mammalian population trends reveal key pre-
dictors of virus spillover risk (12). Extensive deforestation in 
the tropics has led to humans coming into greater direct contact 
with vector-borne pathogens (e.g., Zika virus, which emerged from 
mosquito carriers in the Lake Victoria Basin forest-savanna) or via 
mammalian carriers that serve as viral hosts (e.g., HIV virus, which 
emerged from primates in the Northeast Congolian lowland forests). 
As important, achieving the area-based targets to protect all remain-
ing intact and semi-intact terrestrial habitats would be an effective 
solution to reduce contact zones, helping to limit the chance of zoo-
notic diseases from affecting human populations in the future.

Here, using the Global Deal for Nature as a guiding framework, 
we examine where conservation of the terrestrial realm could be 
scaled to support biodiversity by securing additional lands to im-
prove the resilience of ecosystems and secure terrestrial carbon 
stocks, both of which are essential if we are to have a chance of 
achieving the 1.5°C goal. The Global Safety Net explicitly avoids 
areas of concentrated human settlement, but it does not exclude 
resident human populations at relatively low densities in remote 
areas. We view this as a positive because, in particular, the sustained 
presence of indigenous communities within intact areas can have 
long-term benefits for both biodiversity and carbon storage (13).

This initial version of the Global Safety Net includes 11 spatial 
layers that, when combined, address expanded biodiversity protec-
tion and climate stabilization for the terrestrial realm. We also scope 
out a preliminary system of wildlife and climate corridors to identify 
the approximate amount of land that would be required to connect 
protected areas and intact landscapes. Besides mapping and assess-
ing remaining natural habitat, we present tables of optimized con-
tributions by ecoregion and by country required to maximize both 
biodiversity outcomes and land-based carbon storage. We also show 
how these targets may overlap with indigenous lands.
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layers are generated using optimization approaches to conserve the 
maximum number of species in the smallest area possible.
Distinct species assemblages (layers 7 to 8)
Almost all conservation priority mapping to date is informed by 
a-diversity—the number of species present in a given area. Much 
neglected is b-diversity—the turnover of plant and animal species 
communities with distance and along elevational or environmental 
gradients. The turnover effect creates distinct species assemblages, a 
conservation priority in its own right. High levels of b-diversity are 
characteristic across tropical moist forest, tropical dry forest, tropical 
grassland and savanna, tropical montane grasslands, Mediterranean 
climate shrublands, and some of the tropical xeric biome. Many of 
the high–b-diversity ecoregions have undergone extensive conver-
sion and are recognized as biodiversity hot spots (20).
Rare ecological and evolutionary phenomena (hereafter rare 
phenomena; layer 9)
This cluster addresses unprotected landscapes containing rare global 
phenomena. Here, we include areas containing the last intact large 
mammal assemblages of the terrestrial realm (including species such 
as large mammalian carnivores that are rare locally but range widely) 
(21). Some of these large polygons also overlap with terrestrial 
large-mammal migrations of the most wide-ranging large-mammal 
species, perhaps the most endangered ecological phenomenon on 
Earth (40).

The latter element is not comprehensively mapped on a global 
scale but could be added to this category. Other rare ecological and 
evolutionary phenomena, not included in this formulation, are 
aggregations of breeding species, sites of adaptive radiations across 
multiple taxa, and migratory stopover sites. Some of the polygons 
selected in layers 1 to 8 and 10 and 11 encompass these incompletely 
mapped elements of biodiversity. KBAs, for example, include many 
migratory stopover sites and breeding aggregations of birds.
Intactness (layers 10 and 11)
Maps of wilderness and intact forest landscapes show that structurally 
intact habitats are increasingly rare (23, 41). Large intact habitats 
contain ecological features that cannot be conserved in the small 
polygons characteristic of ecological elements in the first two clus-
ters. To this end, we included the Last of the Wild in each ecoregion 
(22) and wilderness areas (23).

Mapping the elements
The current version of the Global Safety Net is formulated from 11 
biodiversity layers (fig. S1, A to K, and table S1). We partitioned two 
of the above datasets to calculate a median pixel values: IUCN range- 
size rarity raster (median = 0.006) (17) and small-range vertebrates 
raster (median = 24) (15). For both datasets, only pixels greater than 
or equal to the median values were used. In the case of rare plant 
species, to be conservative, we excluded pixels containing only one 
to two rare plant species. The rationale here is that some of these are 
known from one to a few specimens. All raster data were converted 
to vector data (polygon) for further analysis.

We overlaid each of these biodiversity data layers with all terrestrial 
protected areas (14) to remove areas already set aside for conserva-
tion. To remove double counting, we subtracted any overlapping 
areas with previous datasets. For example, all AZEs are included as 
KBAs. We ingested resulting layers into the Google Earth Engine to 
derive remaining habitat in each layer using percent tree-cover 
maps (42) in forested ecoregions (except boreal forests) and excluded 
globally significant patterns of human land use and populations 

(“anthromes”) in nonforested ecoregions (43) [see (1) for detailed 
methods]. We selected all nonoverlapping unprotected areas within 
each of layers 1 to 4 and only the remaining habitat for layers 5 and 
6 as contributions toward target 1. For layers 1 to 5 within “species 
rarity,” we added a 1-km buffer around all unprotected sites ex-
cept layer 6, rare plant species, as the size of a “rare plant pixel” was 
~10,000 km2.

To estimate carbon storage potential by biodiversity layer to 
construct (Fig. 2, Table 1, and table S1), we first overlaid a map of 
total carbon biomass (24)—which includes above ground, below 
ground, and soil carbon—with terrestrial ecoregion boundaries (1) 
to derive the median carbon density for each ecoregion. To deter-
mine CSAs, we selected ecoregions with a median total carbon den-
sity >215 MT/ha as candidates for tier 1 CSAs. Ecoregions with a 
median total carbon density between 50 and 215 MT/ha were des-
ignated as tier 2 CSA candidates. Ecoregions with low levels of 
carbon density (<50 MT of total carbon per hectare) were not se-
lected as potential sites for additional CSAs. We then selected all re-
maining habitat outside protected areas after removing any overlap 
with the 11 biodiversity layers to derive the polygons for tier 1 and 
tier 2 CSAs.

On the basis of the best available literature, we designed wildlife 
corridors to meet the ecological requirements of the most wide- 
ranging species that must disperse as part of their life histories and 
climate corridors that would allow species movement up and down 
mountainsides, along riparian corridors, or across human-dominated 
landscapes (44). The connectivity analysis was a computationally 
intensive analysis that included producing a cost-distance matrix, 
weighing land cover classifications, buffering, and processing. The 
cost-distance matrix surface was developed as a surface intended 
to represent varying levels of resistance for wildlife to move along 
a landscape with regard to vegetation cover, slope, roads, and other 
land uses. While future iterations should be more specific to eco-
regions and local fauna, for this first global scoping phase, we used 
continents as the unit of analysis and corridors were modeled con-
sidering variables that are potentially important for the gene flow of 
terrestrial species generally. We weighted both variables and classes, 
depending on the type of data, so that higher weights were given 
for factors that have higher costs. Land cover data were obtained 
from the European Spatial Agency with a spatial resolution of 300 m 
and was reclassified considering the degree of anthropized areas. 
Urban areas and water bodies were excluded from the modeling. 
Roads, railways, and mining areas were buffered. The design of 
the corridor network and the links between core areas was done 
with the Linkage Mapper Toolkit of the Circuitscape project (www.
circuitscape.org). A full description of the methods is available from 
the authors.

Sources of variation
Here, we identify five potential sources of variation in our results 
that could be improved in future iterations of the Global Safety Net. 
We also point to how variants in methods or data sources differ 
from other, recent efforts to map global biodiversity (3, 15).

1) Total areal extent of the terrestrial realm
The total land surface we used to produce the Global Safety Net is 
based on Earth’s entire terrestrial area excluding Antarctica, which 
amounts to 134,126,000 km2. Much of Antarctica includes rock and 
ice, and the 18 tundra ecoregions on the continent do not contribute 
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Bending the curve of terrestrial biodiversity 
needs an integrated strategy

Increased e!orts are required to prevent further losses to terrestrial biodiversity and 
the ecosystem services that it  provides1,2. Ambitious targets have been proposed, 
such as reversing the declining trends in biodiversity3; however, just feeding the 
growing human population will make this a challenge4. Here we use an ensemble of 
land-use and biodiversity models to assess whether—and how—humanity can reverse 
the declines in terrestrial biodiversity caused by habitat conversion, which is a major 
threat to biodiversity5. We show that immediate e!orts, consistent with the broader 
sustainability agenda but of unprecedented ambition and coordination, could enable 
the provision of food for the growing human population while reversing the global 
terrestrial biodiversity trends caused by habitat conversion. If we decide to increase 
the extent of land under conservation management, restore degraded land and 
generalize landscape-level conservation planning, biodiversity trends from habitat 
conversion could become positive by the mid-twenty-#rst century on average across 
models (con#dence interval, 2042–2061), but this was not the case for all models. 
Food prices could increase and, on average across models, almost half (con#dence 
interval, 34–50%) of the future biodiversity losses could not be avoided. However, 
additionally tackling the drivers of land-use change could avoid con$ict with 
a!ordable food provision and reduces the environmental e!ects of the food-
provision system. Through further sustainable intensi#cation and trade, reduced 
food waste and more plant-based human diets, more than two thirds of future 
biodiversity losses are avoided and the biodiversity trends from habitat conversion 
are reversed by 2050 for almost all of the models. Although limiting further loss will 
remain challenging in several biodiversity-rich regions, and other threats—such as 
climate change—must be addressed to truly reverse the declines in biodiversity, our 
results show that ambitious conservation e!orts and food system transformation are 
central to an e!ective post-2020 biodiversity strategy.

Terrestrial biodiversity is decreasing rapidly1,2 as a result of human 
pressures, largely through habitat loss and degradation due to the 
conversion of natural habitats to land for agriculture and forestry5. 
Conservation efforts have not halted these trends6 and the demand for 
land for the production of food, feed and energy is increasing7,8, putting 
at risk the myriad of ecosystem services upon which people depend9–11.

Ambitious targets for biodiversity have been proposed, such as 
halting and even reversing the currently declining global trends in 
biodiversity3,12 and conserving half of the Earth13. However, evidence 
is lacking with regards to whether such biodiversity targets can be 
achieved, given that they may conflict with food provision4 and other 
land uses. As a step towards developing a strategy for biodiversity 
that is consistent with the Sustainable Development Goals, we used a 
multi-model ensemble approach14,15 to assess whether and how future 
biodiversity trends from habitat loss and degradation can be reversed, 
while still feeding the growing human population.

We designed seven scenarios to explore pathways that would enable 
the reversal of the decreases in biodiversity (Table 1 and Methods) based 
on the Shared Socioeconomic Pathway (SSP) scenario framework16. 
The ‘Middle of the Road’ SSP 2 defined our baseline (BASE) scenario for 
future drivers of habitat loss. In six additional scenarios, we considered 

different combinations of supply-side, demand-side and conserva-
tion efforts to reverse the biodiversity trends; these were based on the 
‘green growth’ SSP 1 scenario, augmented by ambitious conservation 
assumptions (Extended Data Fig. 1) and culminated in the integrated 
action portfolio (IAP) scenario, which includes all efforts to reverse 
the biodiversity trends.

Because of the uncertainties that are inherent to the estimation of 
how drivers will change and how these changes will affect biodiversity, 
we used an ensemble approach to model biodiversity trends for each 
scenario. First, we used the land-use components of four integrated 
assessment models (IAMs) to generate four spatially and temporally 
resolved projections of habitat loss and degradation for each sce-
nario (Methods). These IAM outputs were then evaluated using eight 
biodiversity models (BDMs) to project nine biodiversity indicators 
(BDIs, each defined as one biodiversity metric estimated by one BDM) 
(Table 2) that described trends in five aspects of biodiversity: the extent 
of suitable habitat, the wildlife population density, the intactness of 
the local species composition, and the regional and global extinction 
of species. The BASE and IAP scenarios were projected for an ensemble 
of 34 combinations of IAMs and BDIs; the other five scenarios were 
evaluated for a subset of seven BDIs for each IAM (an ensemble of  
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28 combinations) (Methods). To obtain more-robust insights, we per-
formed bootstrap resampling17 of the ensembles (10,000 samples with 
replacement) (Methods). We used state-of-the-art models of terres-
trial biodiversity for global scale and broad taxonomic coverage; how-
ever, more-sophisticated modelling approaches—which are currently  
difficult to apply to such scales—could provide more-accurate esti-
mates at smaller scales18. We estimate how future biodiversity will be 
affected by future trends in the largest threat to biodiversity at present 
(that is, habitat destruction and degradation); however, more-accurate 
projections of future biodiversity trends should account for addi-
tional threats to biodiversity, such as climate change or biological  
invasions.

Reversing biodiversity trends by 2050
Without further efforts to counteract habitat loss and degradation, 
we projected that global biodiversity will continue to decline (BASE 
scenario) (Fig. 1). Rates of loss over time for all nine BDIs in 2010–
2050 were close to or greater than those estimated for 1970–2010 
(Extended Data Table 1). For various biodiversity aspects, on average 
across IAM and BDI combinations, peak losses during the 2010–2100 
period were: 13% (range, 1–26%) for the extent of suitable habitat, 54% 
(range, 45–63%) for the wildlife population density, 5% (range, 2–9%) 
for the local compositional intactness, 4% (range, 1–12%) for the global 
extinction of species and 4% (range, 2–8%) for the regional extinction 
of species (Extended Data Table 1). Percentage losses were greatest in 
biodiversity-rich regions (sub-Saharan Africa, South Asia, Southeast 
Asia, the Caribbean and Latin America) (Extended Data Fig. 2). The 
projected future trends in the loss and degradation of habitats and 
associated drivers8,16, biodiversity loss7,8 and variation in loss across 
biodiversity aspects7,19,20 are consistent with those reported in other 
studies1 (Extended Data Figs. 2–5 and Supplementary Discussion 1).

By contrast, ambitious integrated efforts could minimize further 
declines and reverse biodiversity trends driven by habitat loss (IAP 
scenario) (Fig. 1). In the IAP scenario, biodiversity loss was halted by 
2050 and was followed by recovery for all IAM and BDI combinations 
except for one (IMAGE IAM combined with GLOBIO’s estimate of the 
mean species abundance index (MSA) metric). This reflects the reduc-
tions in the loss and degradation of habitats and associated drivers, and 
the restoration of degraded habitats in this scenario (Extended Data 
Figs. 3–5 and Supplementary Discussion 1). Although global biodiver-
sity losses are unlikely to be halted by 20206, rapidly stopping the global 

biodiversity declines that are caused by habitat loss is a milestone on 
the path to more-ambitious targets.

There are considerable uncertainties in both future land use and the 
effect on biodiversity, which reflect gaps in our knowledge15. To maxi-
mize the robustness of conclusions in the face of these uncertainties, 
we used a strategy with three main elements. First, as recommended 
by the Intergovernmental Science-Policy Platform on Biodiversity and 
Ecosystem Services (IPBES)15, we conducted a multi-model assessment, 
building on the strengths and mitigating the weaknesses of several 
individual IAMs and BDMs to characterize uncertainties, understand 
their sources and identify results that are robust to these uncertainties. 
Analysing a single BDI across multiple IAMs (Fig. 1) or comparing two 
BDIs that provide information on the same biodiversity aspect (for 
example, MSA and the biodiversity intactness index (BII) in Fig. 1c) 
highlights the uncertainties that stem from individual model features 
such as the initial condition, internal dynamics and implementation 
of the different scenarios. These analyses show, for example, that dif-
ferences between IAMs in the size of the initial area of grassland that 
is suitable for restoration and in the intensity of restoration efforts 
produces large uncertainties in biodiversity trends in all of scenarios 
that included increased conservation efforts (that is, the increased con-
servation effort (C) scenario, scenarios comprising increased conserva-
tion efforts combined with either supply-side (C + SS) or demand-side 
(C + DS) efforts and the IAP scenario) (Extended Data Figs. 3–6 and 
Supplementary Discussion 2). Similarly, differences between BDMs in 
the timing of the recovery of the biodiversity under the restoration of 
degraded land introduces further uncertainties, as do differences in 
taxonomic coverage and the source of the input data between BDMs 
that model the same BDI (Supplementary Discussion 2).

Second, rather than focussing on the absolute values of BDIs, we 
focus on the direction and inflexion of the relative change in BDIs over 
time and their response to differences in land-use change outcomes 
across scenarios. This emphasizes aspects of biodiversity outcomes 
that are more-directly comparable across multiple models and means 
that comparisons are less affected by model-specific differences and 
biases. We also used the most-recent versions of BDMs that are regularly 
improved—for example, the PREDICTS implementation of BII that is 
used here21 better captures compositional turnover caused by land-use 
change than did an earlier implementation22. All BDMs remain affected 
by uncertainty in the initial land-use distribution, especially the spatial 
distribution of current forest and grassland management, which varies 
across IAMs and causes estimates of all BDIs for the year 2010 to differ 

Table 1 | The seven scenarios describing the efforts to reverse declining biodiversity trends

Scenarios Additional efforts to reverse trends in biodiversity
Supply side Demand side Increased conservation

Sustainably 
increased crop 

yields

Increased trade of 
agricultural goods

Reduced waste of 
agricultural goods 

from field to fork

Diet shift to a 
lower share of 

animal calories

Increased extent 
and management of 

protected areas

Increased restoration 
and landscape-level 

conservation planning
Baseline scenario
BASE scenario − − − − − −

Single-action scenarios
SS scenario x x − − − −

DS scenario − − x x − −

C scenario − − − − x x

Combined-action scenarios
C + SS scenario x x − − x x

C + DS scenario − − x x x x

IAP scenario x x x x x x

In addition to the BASE scenario, we considered three scenarios that each comprised a single type of action aimed to reverse biodiversity trends due to future habitat loss (indicated by an ‘x’) 
and three scenarios in which actions were combined.
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the C scenario. Integrated efforts thus alleviate pressures on habitats 
(Extended Data Fig. 5) and reverse biodiversity trends from habitat 
loss decades earlier than strategies that allow habitat losses followed 
by restoration (Extended Data Fig. 7). Integrated efforts could also 
mitigate the trade-offs between regions and exploit complementarities 
between interventions. For example, increased agricultural intensifi-
cation and trade may limit agricultural land expansion at the global 
scale, but induce expansion at a regional scale unless complemented 
with conservation efforts23,24. We found spatially contrasted—and 
sometimes regionally negative—effects of various interventions, but 
the number of regions with a favourable status increased with integra-
tion efforts (Extended Data Fig. 7). Finally, integrated strategies have 
benefits other than just enhancing biodiversity: dietary transitions 
alone have considerable benefits for human health25, and integrated 
strategies may also increase food availability, reverse future trends 
in greenhouse gas emissions from land use and limit increases in the 
influence of land use on the water and nutrient cycles (Extended Data 
Fig. 8 and Supplementary Discussion 4).

Discussion and conclusions
Our study suggests ways to resolve key trade-offs that are associated 
with ambitious actions for terrestrial biodiversity4,26. Actions in our IAP 
scenario address the largest threat to biodiversity—habitat loss and 
degradation—and are projected to reverse declines for five aspects of 
biodiversity. These actions may be technically possible, economically 
feasible and consistent with broader sustainability goals, but designing 
and implementing policies that enable such efforts will be challenging 

and will demand concerted leadership (Supplementary Discussion 3). In 
addition, reversing declines in other biodiversity aspects (for example, 
phylogenetic and functional diversity) might require different spa-
tial allocation of conservation and restoration actions, and possibly a 
higher increase in the amount of area to be protected (Supplementary 
Discussion 5). Similarly, other threats (for example, climate change 
or biological invasions) currently affect two to three times fewer spe-
cies than land-use change at the global scale5, but can be more impor-
tant locally, can have synergistic effects with land-use change and will 
increase in global importance in the future. Therefore, a full reversal of 
biodiversity declines will require additional interventions, such as ambi-
tious climate change mitigation that exploits synergies with biodiversity 
rather than leading to the further erosion of biodiversity. Nevertheless, 
even if the actions explored in this study are insufficient, they will remain 
essential for the reversal of terrestrial biodiversity trends.

The need for transformative change and responses that simultane-
ously address a nexus of sustainability goals was recently documented 
by the IPBES1,2. Our study complements that assessment by shedding 
light on the nature, ambition and complementarity of actions that are 
required to reverse the decline of global biodiversity trends from habitat 
loss, with direct implications for the international biodiversity strategy 
after 2020. Reversing biodiversity trends—an interpretation of the 2050 
Vision of the Convention on Biological Diversity—requires the urgent 
adoption of a conservation plan that retains the remaining biodiversity 
and restores degraded areas. Our scenarios feature an expansion to up 
to 40% of terrestrial areas with effective management for biodiversity, 
restoration efforts beyond the targets of the Bonn Challenge and a gen-
eralization of land-use planning and landscape approaches. Such a bold 
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Fig. 1 | Estimated recent and future global biodiversity trends resulting 
from land-use change, with and without coordinated efforts to reverse 
trends. a–e, The trends for the five aspects of biodiversity that result from 
changes in nine BDIs (Table 2). BDI values are shown as differences from the 
2010 value (which was set to 1); a value of −0.01 means a 1% loss in the respective 
BDI. a, The extent of suitable habitat (measured using the extent of suitable 
habitat metric; estimates from AIM-B (left) or INSIGHTS (right) BDMs are 
shown). b, The wildlife population density (measured using the LPI metric; 
estimate from the LPI-M BDM is shown). c, The local compositional intactness 
(measured using the MSA metric (estimate from the GLOBIO BDM) (left) or BII 
metric (estimate from the PREDICTS BDM) (right)). d, The regional number of 
species not already extinct or committed to extinction (measured using the 

fraction of regionally remaining species metric; estimate from the cSAR_CB17 
BDM is shown). e, The global number of species not already extinct or 
committed to extinction (measured using the fraction of globally remaining 
species metric, estimates from the BILBI (left), cSAR_CB17 (middle) and cSAR_
US16 (right) BDMs are shown). BDI values are projected in response to land-use 
change derived from one source over the historical period (1970–2010, black 
line (IMAGE/HYDE 3.1)) and from four IAMs (AIM, GLOBIOM, IMAGE and 
MAgPIE; lines display the mean of all models; shading shows the range of all 
models) for the BASE scenario (grey) and IAP scenario (yellow) (Table 1) over 
the future period (2010–2100). 2010 is indicated with a vertical dashed line. 
2100 values for individual IAMs are shown as different symbols.

Nature is in trouble, and its plight will 
probably become even more precarious 
unless we do something about it1. On page 551, 
Leclère et al.2 quantify what might be needed 
to reverse this deeply worrying path while 
also feeding people’s increasingly voracious 
appetites. The authors’ answer is to team ambi-
tious conservation measures with food-system 
transformation in the hope of reversing the 
trend of global terrestrial biodiversity loss.

By nature, we mean the diversity of life 
that has evolved over billions of years to exist 
in dynamic balance with Earth’s biophysical 
environment and the ecosystems present. 
Nature contributes to human well-being in 
many ways, and the services it provides, such 

as carbon sequestration by plants or pollina-
tion by insects, could impose a vast cost if lost3. 
Although the slow and long-term decline of 
Earth’s biodiversity4 is often overshadowed 
by climate change, and more recently by the 
COVID-19 pandemic, the loss of biodiversity is 
no less of a risk than those posed by the other 
challenges. Many would argue that the effect of 
biodiversity losses could surpass the combined 
impacts of climate change and COVID-19.

More and more, the realization is growing 
that, as a planet, we are what we eat. Human 
demand for food is accelerating with the 
ever-increasing global population (projected 
to approach 10 billion by 2050), and each suc-
cessive generation is wealthier and consumes 

more resource-intensive diets than did the pre-
vious one5. Trying to balance this rapidly rising 
demand against the limited amount of land 
available for crops and pasture sets agricul-
ture and nature (Fig. 1) on a collision course6. 
As Leclère and colleagues show, a bold and 
integrated strategy is required immediately 
to turn this around.

Taking a long view out to the year 2100, 
Leclère et  al. present a global modelling 
study assessing the ability of ambitious con-
servation and food-system intervention sce-
narios to reverse the decline, or, as they call 
it, “bending the curve”, of biodiversity losses 
resulting from changes in agricultural land use 
and management. Projections of future land 
use and biodiversity are uncertain, and when 
these models are combined, this uncertainty 
is compounded. One of the great innovations 
of Leclère and colleagues’ work is in embracing 
this uncertainty by combining an ensemble of 
four global land-use models and eight global 
biodiversity models and measuring the perfor-
mance of future land-use scenarios in terms of 
higher-level model-independent metrics such 
as the amount of biodiversity loss avoided.

Importantly, the study also included a 
baseline  (termed BASE) scenario — the world 
expected without interventions — and Leclère 
et al. used this to gauge the effectiveness of 
the intervention scenarios. Although it is 
not a focus of the paper, it’s worth pausing 
to ponder the sobering picture painted by 

Conservation

A recipe to reverse 
the loss of nature
Brett A. Bryan & Carla L. Archibald
How can the decline in global biodiversity be reversed, given 
the need to supply food? Computer modelling provides a way 
to assess the effectiveness of combining various conservation 
and food-system interventions to tackle this issue. See p.551

Figure 1 | A bean field bordering a rainforest reserve near Sorriso, Brazil. 
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Estimation des tendances récentes et futures de la biodiversité mondiale résultant du changement 
d'affectation des terres, avec et sans efforts coordonnés pour inverser les tendances.

Des efforts immédiats, compatibles avec 
l ’agenda des ODD, mais avec une ambition 
et d'une coordination sans précédent, 
pourraient permettre de fournir de la 
nourriture à la population humaine 
croissante tout en inversant les tendances 
de la biodiversité terrestre mondiale 
causées par la conversion des habitats. Si 
nous décidons d'augmenter l'étendue des 
terres sous gestion conservative, de 
restaurer les terres dégradées et de 
généraliser la planification de la 
conservation au niveau du paysage, les 
tendances de la biodiversité liées à la 
conversion des habitats pourraient 
devenir positives d'ici le milieu du XXIe 
siècle en moyenne dans tous les modèles. 



La science nous surprendra toujours …
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The major genetic risk factor for severe 
COVID-19 is inherited from Neanderthals

Hugo Zeberg1,2ಞᅒ & Svante Pääbo1,3ಞᅒ

A recent genetic association study1 identi!ed a gene cluster on chromosome 3 as a risk 
locus for respiratory failure after infection with severe acute respiratory syndrome 
coronavirus 2 (SARS-CoV-2). A separate study (COVID-19 Host Genetics Initiative)2 
comprising 3,199 hospitalized patients with coronavirus disease 2019 (COVID-19) and 
control individuals showed that this cluster is the major genetic risk factor for severe 
symptoms after SARS-CoV-2 infection and hospitalization. Here we show that the risk 
is conferred by a genomic segment of around 50 kilobases in size that is inherited from 
Neanderthals and is carried by around 50% of people in south Asia and around 16% of 
people in Europe.

The COVID-19 pandemic has caused considerable morbidity and mortal-
ity, and has resulted in the death of over a million people to date3. The 
clinical manifestations of the disease caused by the virus, SARS-CoV-2, 
vary widely in severity, ranging from no or mild symptoms to rapid 
progression to respiratory failure4. Early in the pandemic, it became 
clear that advanced age is a major risk factor, as well as being male and 
some co-morbidities5. These risk factors, however, do not fully explain 
why some people have no or mild symptoms whereas others have severe 
symptoms. Thus, genetic risk factors may have a role in disease pro-
gression. A previous study1 identified two genomic regions that are 
associated with severe COVID-19: one region on chromosome 3, which 
contains six genes, and one region on chromosome 9 that determines 
ABO blood groups. Recently, a dataset was released by the COVID-19 
Host Genetics Initiative in which the region on chromosome 3 is the 
only region that is significantly associated with severe COVID-19 at the 
genome-wide level (Fig. 1a). The risk variant in this region confers an 
odds ratio for requiring hospitalization of 1.6 (95% confidence interval, 
1.42–1.79) (Extended Data Fig. 1).

The genetic variants that are most associated with severe COVID-
19 on chromosome 3 (45,859,651–45,909,024 (hg19)) are all in high 
linkage disequilibrium (LD)—that is, they are all strongly associated 
with each other in the population (r2 > 0.98)—and span 49.4 thousand 
bases (kb) (Fig. 1b). This ‘core’ haplotype is furthermore in weaker link-
age disequilibrium with longer haplotypes of up to 333.8 kb (r2 > 0.32) 
(Extended Data Fig. 2). Some such long haplotypes have entered the 
human population by gene flow from Neanderthals or Denisovans, 
extinct hominins that contributed genetic variants to the ancestors of 
present-day humans around 40,000–60,000 years ago6,7. We therefore 
investigated whether the haplotype may have come from Neanderthals 
or Denisovans.

The index variants of the two studies1,2 are in high linkage disequi-
librium (r2 > 0.98) in non-African populations (Extended Data Fig. 3). 
We found that the risk alleles of both of these variants are present in a 
homozygous form in the genome of the Vindija 33.19 Neanderthal, an 
approximately 50,000-year-old Neanderthal from Croatia in southern 
Europe8. Of the 13 single nucleotides polymorphisms constituting the 
core haplotype, 11 occur in a homozygous form in the Vindija 33.19 

Neanderthal (Fig. 1b). Three of these variants occur in the Altai9 and 
Chagyrskaya 810 Neanderthals, both of whom come from the Altai 
Mountains in southern Siberia and are around 120,000 and about 
60,000 years old, respectively (Extended Data Table 1), whereas none 
of the variants occurs in the Denisovan genome11. In the 333.8-kb hap-
lotype, the alleles associated with risk of severe COVID-19 similarly 
match alleles in the genome of the Vindija 33.19 Neanderthal (Fig. 1b). 
Thus, the risk haplotype is similar to the corresponding genomic region 
in the Neanderthal from Croatia and less similar to the Neanderthals 
from Siberia.

We next investigated whether the core 49.4-kb haplotype might be 
inherited by both Neanderthals and present-day people from the com-
mon ancestors of the two groups that lived about 0.5 million years ago9. 
The longer a present-day human haplotype shared with Neanderthals 
is, the less likely it is to originate from the common ancestor, because 
recombination in each generation will tend to break up haplotypes into 
smaller segments. Assuming a generational time of 29 years12, the local 
recombination rate13 (0.53 cM per Mb), a split between Neanderthals 
and modern humans of 550,000 years9 and interbreeding between the 
two groups around 50,000 years ago, and using a published equation14, 
we exclude that the Neanderthal-like haplotype derives from the com-
mon ancestor (P = 0.0009). For the 333.8-kb-long Neanderthal-like 
haplotype, the probability of an origin from the common ancestral 
population is even lower (P = 1.6 × 10−26). The risk haplotype thus entered 
the modern human population from Neanderthals. This is in agree-
ment with several previous studies, which have identified gene flow 
from Neanderthals in this chromosomal region15–21 (Extended Data 
Table 2). The close relationship of the risk haplotype to the Vindija 33.19 
Neanderthal is compatible with this Neanderthal being closer to the 
majority of the Neanderthals who contributed DNA to present-day 
people than the other two Neanderthals10.

A Neanderthal haplotype that is found in the genomes of the present 
human population is expected to be more similar to a Neanderthal 
genome than to other haplotypes in the current human population. 
To investigate the relationships of the 49.4-kb haplotype to Neander-
thal and other human haplotypes, we analysed all 5,008 haplotypes 
in the 1000 Genomes Project22 for this genomic region. We included 
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symptoms after SARS-CoV-2 infection and hospitalization. Here we show that the risk 
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The COVID-19 pandemic has caused considerable morbidity and mortal-
ity, and has resulted in the death of over a million people to date3. The 
clinical manifestations of the disease caused by the virus, SARS-CoV-2, 
vary widely in severity, ranging from no or mild symptoms to rapid 
progression to respiratory failure4. Early in the pandemic, it became 
clear that advanced age is a major risk factor, as well as being male and 
some co-morbidities5. These risk factors, however, do not fully explain 
why some people have no or mild symptoms whereas others have severe 
symptoms. Thus, genetic risk factors may have a role in disease pro-
gression. A previous study1 identified two genomic regions that are 
associated with severe COVID-19: one region on chromosome 3, which 
contains six genes, and one region on chromosome 9 that determines 
ABO blood groups. Recently, a dataset was released by the COVID-19 
Host Genetics Initiative in which the region on chromosome 3 is the 
only region that is significantly associated with severe COVID-19 at the 
genome-wide level (Fig. 1a). The risk variant in this region confers an 
odds ratio for requiring hospitalization of 1.6 (95% confidence interval, 
1.42–1.79) (Extended Data Fig. 1).

The genetic variants that are most associated with severe COVID-
19 on chromosome 3 (45,859,651–45,909,024 (hg19)) are all in high 
linkage disequilibrium (LD)—that is, they are all strongly associated 
with each other in the population (r2 > 0.98)—and span 49.4 thousand 
bases (kb) (Fig. 1b). This ‘core’ haplotype is furthermore in weaker link-
age disequilibrium with longer haplotypes of up to 333.8 kb (r2 > 0.32) 
(Extended Data Fig. 2). Some such long haplotypes have entered the 
human population by gene flow from Neanderthals or Denisovans, 
extinct hominins that contributed genetic variants to the ancestors of 
present-day humans around 40,000–60,000 years ago6,7. We therefore 
investigated whether the haplotype may have come from Neanderthals 
or Denisovans.

The index variants of the two studies1,2 are in high linkage disequi-
librium (r2 > 0.98) in non-African populations (Extended Data Fig. 3). 
We found that the risk alleles of both of these variants are present in a 
homozygous form in the genome of the Vindija 33.19 Neanderthal, an 
approximately 50,000-year-old Neanderthal from Croatia in southern 
Europe8. Of the 13 single nucleotides polymorphisms constituting the 
core haplotype, 11 occur in a homozygous form in the Vindija 33.19 

Neanderthal (Fig. 1b). Three of these variants occur in the Altai9 and 
Chagyrskaya 810 Neanderthals, both of whom come from the Altai 
Mountains in southern Siberia and are around 120,000 and about 
60,000 years old, respectively (Extended Data Table 1), whereas none 
of the variants occurs in the Denisovan genome11. In the 333.8-kb hap-
lotype, the alleles associated with risk of severe COVID-19 similarly 
match alleles in the genome of the Vindija 33.19 Neanderthal (Fig. 1b). 
Thus, the risk haplotype is similar to the corresponding genomic region 
in the Neanderthal from Croatia and less similar to the Neanderthals 
from Siberia.

We next investigated whether the core 49.4-kb haplotype might be 
inherited by both Neanderthals and present-day people from the com-
mon ancestors of the two groups that lived about 0.5 million years ago9. 
The longer a present-day human haplotype shared with Neanderthals 
is, the less likely it is to originate from the common ancestor, because 
recombination in each generation will tend to break up haplotypes into 
smaller segments. Assuming a generational time of 29 years12, the local 
recombination rate13 (0.53 cM per Mb), a split between Neanderthals 
and modern humans of 550,000 years9 and interbreeding between the 
two groups around 50,000 years ago, and using a published equation14, 
we exclude that the Neanderthal-like haplotype derives from the com-
mon ancestor (P = 0.0009). For the 333.8-kb-long Neanderthal-like 
haplotype, the probability of an origin from the common ancestral 
population is even lower (P = 1.6 × 10−26). The risk haplotype thus entered 
the modern human population from Neanderthals. This is in agree-
ment with several previous studies, which have identified gene flow 
from Neanderthals in this chromosomal region15–21 (Extended Data 
Table 2). The close relationship of the risk haplotype to the Vindija 33.19 
Neanderthal is compatible with this Neanderthal being closer to the 
majority of the Neanderthals who contributed DNA to present-day 
people than the other two Neanderthals10.

A Neanderthal haplotype that is found in the genomes of the present 
human population is expected to be more similar to a Neanderthal 
genome than to other haplotypes in the current human population. 
To investigate the relationships of the 49.4-kb haplotype to Neander-
thal and other human haplotypes, we analysed all 5,008 haplotypes 
in the 1000 Genomes Project22 for this genomic region. We included 
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The major genetic risk factor for severe 
COVID-19 is inherited from Neanderthals

Hugo Zeberg1,2ಞᅒ & Svante Pääbo1,3ಞᅒ
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mon ancestor (P = 0.0009). For the 333.8-kb-long Neanderthal-like 
haplotype, the probability of an origin from the common ancestral 
population is even lower (P = 1.6 × 10−26). The risk haplotype thus entered 
the modern human population from Neanderthals. This is in agree-
ment with several previous studies, which have identified gene flow 
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Neanderthal is compatible with this Neanderthal being closer to the 
majority of the Neanderthals who contributed DNA to present-day 
people than the other two Neanderthals10.
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Extended Data Fig. 3 | Linkage disequilibrium between index variant 
rs11385942 and the index variant of the COVID-19 Host Genetics Initiative 
(rs35044562). Shades of red indicate the extent of linkage disequilibrium (r2) 
in the populations included in the 1000 Genomes Project. Populations labelled 

‘n/a’ are monomorphic for the protective allele of rs35044562. The previously 
described index variant (rs11385942)1 does not have any genetic variants in 
linkage disequilibrium (r2 > 0.8) in populations from Africa. Map source data 
from OpenStreetMap23.

Une étude d'association génétique 
a identifié un cluster de gènes sur 
le chromosome 3 comme un locus 
de risque d'insuffisance 
respiratoire après infection par le 
coronavirus 2 du syndrome 
respiratoire aigu sévère (SRAS-
CoV-2).

Une étude distincte (COVID-19 
Host Genetics Initiative) incluant 
3199 patients hospitalisés atteints 
de la maladie à coronavirus 2019 
(COVID-19) et des individus 
témoins a montré que ce cluster 
est le principal facteur de risque 
génétique pour les symptômes 
graves après une infection et une 
hospitalisation par le SRAS-CoV-2  
les auteurs montrent que le risque 
est conféré par un segment 
génomique d'environ 50 kilobases
hérité des Néandertaliens et porté 
par environ 50% des personnes en 
Asie du Sud et environ 16% des 
personnes en Europe.


